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Abstract

We measure the roles of the permanent component of worker and firm produc-

tivities, complementarities between them, search frictions, and equilibrium sorting in

driving German wage dispersion. We do this using a standard assortative matching

model with on-the-job search. The model is identified and estimated using matched

employer-employee data on wages and labor market transitions without imposing para-

metric restrictions on the production technology. The model’s fit to the wage data is

comparable to prominent wage regressions with additive worker and firm fixed effects

that use many more degrees of freedom. Moreover, we propose a direct test that rejects

the restrictions underlying the additive specification. We use the model to decompose

the rise in German wage dispersion between the 1990s and the 2000s. We find that

changes in the production function and the induced changes in equilibrium sorting pat-

terns account for virtually all the rise in the observed wage dispersion. Search frictions

are an important determinant of the level of wage dispersion but have had little impact

on its rise over time.
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1 Introduction

Cross-sectional wage dispersion increased substantially in the US between the

1970s and the 1980s. Lagging the experience of the US by about a decade,

Germany experienced a similar, dramatic increase in wage dispersion from

the 1990s to the 2000s.1 Until recently, the literature mainly focused on un-

derstanding the increase in wage dispersion across observable dimensions of

worker skills, such as education, age, experience, and occupation. It is well

known, however, that these observable dimensions account for a relatively

small share of the wage variance. In contrast, worker and firm fixed effects

included in standard log wage equations are typically found to account for a

larger amount of wage variance than all the observables combined. Moreover,

changes in the dispersion of the estimated fixed effects and their correlation

are found to be very important in accounting for the increase in wage variance

over time. Card, Heining, and Kline (2013) document this for Germany, while

Barth, Bryson, Davis, and Freeman (2014) report related evidence for the US.

The empirical literature lacks a structural interpretation for these fixed effects.

However, the findings that fixed effects are important for fitting both the level

and increase in wage dispersion suggests that permanent heterogeneity across

workers and firms is an important feature of the data.

Motivated by this descriptive evidence, we assess the role of the dispersion

of the permanent component of worker abilities, the dispersion of firm produc-

tivities, and complementarities between the two in the production technology

in determining the level and the rise in German wage dispersion. While these

changes are exogenous from the point of view of our theory, they induce an

endogenous response in wages and in the sorting of workers across employ-

ers. Moreover, even if they are fixed, the extent of frictions in the assortative

matching process might change over time, for example due to the spread of

new information technologies, generating an endogenous response of wages and

sorting patterns. We attempt to disentangle and separately measure these ef-

1See Dustmann, Ludsteck, and Schönberg (2009).
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fects. The key challenge, of course, is that neither workers’ abilities nor firm

productivities nor the production technology are directly observable in the

data.

We conduct our analysis using the standard theory of assignment problems

in heterogeneous agent economies which traces its roots to Becker (1973).

Specifically, we use the state-of-the-art version of the model that allows for

time-consuming search as introduced by Shimer and Smith (2000) and on-the-

job search as in Hagedorn, Law, and Manovskii (2016).2 The key distinction

of our approach is that the identification strategy of Hagedorn, Law, and

Manovskii (2016) does not impose parametric restrictions on the shape of the

production technology. This is important because the production technology

is the key object of interest in our analysis. In this model, sorting of workers

across firms is guided by wages which reflect complementarities in the pro-

duction technology. The data we use comes from a large matched employer-

employee sample provided by the German Institute for Employment Research

(IAB). To measure the changes in wage dispersion over time, we consider a

sample spanning the 1990s and another spanning the 2000s.

In this model, the production technology is a production function that takes

worker ability and firm productivity as inputs. The first step in our analy-

sis involves nonparametrically estimating this production function. To do so,

we implement the identification strategy in Hagedorn, Law, and Manovskii

(2016).3 First, we use the result that workers hired from unemployment can

be ranked based on their wages within firms. Within-firm rankings are par-

tial because each firm hires and therefore ranks a subset of workers in the

economy. Workers who move between firms link these partial rankings. This

enables us to solve a rank aggregation problem to effectively maximize the

2Related structural models of labor market sorting were estimated in Lise, Meghir, and
Robin (2011) and Lopes de Melo (2013). Gautier and Teulings (2012), Abowd, Kramarz,
Pérez-Duarte, and Schmutte (2014) and Bagger and Lentz (2014) estimated sorting models
that are more fundamentally different.

3Lamadon, Lise, Meghir, and Robin (2014) study nonparametric identification of a re-
lated model that introduces a different model of on-the-job search into the environment of
Shimer and Smith (2000).
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likelihood of a correct global ranking. Second, we rank firms exploiting the re-

sult that the value of a vacant job increases in firm productivity. We measure

this value using only data on wages and labor market transition rates. Third,

we recover the production function. The production function can be recov-

ered, because the observed out-of-unemployment wages of a match between a

particular worker and firm in the model are a function of the match output

and the value of a vacancy for that firm. Thus, the out-of-unemployment wage

equation can simply be inverted for output. Although each worker is typically

observed working at only a few firms, we estimate his output at other firms

by considering how much similarly ranked workers (who actually work at the

other firms) produce.

We make three empirical contributions. First, we show that a structural

model can fit the data as well as prominent wage regressions do. Second,

we show through a series of decompositions that the production function is

primarily responsible for the increase in German wage dispersion. Third, we

provide evidence in support of wages driving sorting patterns in the data.

As many of our decompositions will involve counter-factual experiments,

it is important to verify that our model fits the wage data well. To do so, we

use the estimated production function and the parameters describing search

frictions to simulate equilibrium wages and ask if the simulated wages fit wages

in the data. The model’s fit to wage data is comparable to that achieved by

prominent regressions with a fixed effect for every worker and a fixed effect

for every firm in the dataset. In addition, the model fits mobility rates and

sorting between workers and firms while using far fewer degrees of freedom.

To disentangle the contributions to wage dispersion due to changes in pro-

duction complementarities from the induced endogenous response of sorting,

we use the model to conduct counter-factual experiments that involve chang-

ing the estimated production function holding the match distribution fixed and

changing the match distribution for a fixed production function. These exper-

iments imply that the joint effect of changing complementarities and sorting

account for almost all the increase in wage variance, while the direct effect
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of technological change accounts for more of the increase than the indirect,

endogenous response of sorting.

Similar experiments that involve changing the estimated parameters gov-

erning search frictions imply that these changes have had only a minor effect

on the change in wage dispersion. However, search frictions play a very im-

portant role in determining the level of wage variance. Given the estimated

production function we can compute the wage dispersion that would arise in a

frictionless model. We find that eliminating search frictions may increase wage

dispersion. This finding may appear surprising given the standard result that

search frictions tend to generate wage dispersion among homogeneous work-

ers.4 However, in our analysis, workers are heterogeneous and search frictions

prevent them from fully exploiting the complementarities in the production

process, which lowers the cross-sectional wage variance in equilibrium.

As mentioned, a prominent alternative approach to studying wage disper-

sion in the literature estimates log wage equations that include additive worker

and firm fixed effects. Gautier and Teulings (2006) and Eeckhout and Kircher

(2011) show that standard assortative matching models based on comparative

or absolute advantage do not give rise to log wages that are linear in worker

and firm fixed effects. Instead, it is the nonlinearities of wages, reflecting in

part the production complementarities, that guide the sorting process in the

model. Yet, log wage regressions with worker and firm fixed effects fit the wage

data very well with the R2 often in excess of 0.9 across many datasets (e.g.

Germany, Denmark, France, and US). We explore whether the nonlinearities

at the core of the theory can be directly detected in the wage data.5 Consider

two workers of different ability x and x′ working at a firm with productiv-

ity y who both move to a firm with productivity y′ 6= y and earn log wages

logw(x, y). Linearity in fixed effects restricts log wage differentials to be equal

4For example, see Burdett and Mortensen (1998).
5Nonlinearities refer to deviations from log additive separability.
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when workers switch firms

logw(x, y)− logw(x′, y) = logw(x, y′)− logw(x′, y′).

We develop a statistical test based on this restriction and find that log wage

differentials vary across firms, indicating the presence of nonlinearities. The

additive specification rules out nonlinearities that we detect in the data, be-

cause it imposes that firms pay a firm-specific wage premium to all workers.

Thus, the firm effect cancels out when considering the log wage difference for

the workers in the same firm.

The same test applied to model-generated data yields comparable results.

Hence, in this aspect, this structural model (in which nonlinearities in wages

drive sorting) fits the data while the additive specification does not. Moreover,

the linear regression with additive worker and firm fixed effects yields an R2

above 0.9 when estimated on model-generated wages. This is the case even

though complementarities in production induce substantial nonlinearities in

model-generated wages. This suggests that a high R2 and other descriptive

evidence in the literature supporting an additive specification are insufficient

to conclude that the additive specification is a meaningful description of the

data. To the contrary, nonlinearities feature prominently in the data and drive

sorting.

The remainder of the paper is organized as follows. In Section 2, we present

the model and summarize the identification strategy. In Section 3, we describe

the data. The empirical performance of the model is assessed in Section 4. In

Section 5, we use the estimated model to perform the counter-factual experi-

ments that isolate the sources of the rise in the German wage dispersion. In

Section 6, we test whether wage differentials differ across firms, which regres-

sions with worker and firm fixed effects preclude. Section 7 concludes.
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2 Model and Identification

We use the on-the-job search model presented in Hagedorn, Law, and

Manovskii (2016). Their identification strategy relies only on wages and job

transitions observable in standard matched employer-employee datasets. The

model’s theoretical foundation is Becker (1973), where wages and allocations

reflect production complementarities in a frictionless setting. Becker’s frame-

work stresses the role of wages in guiding the assignment of workers to firms

but is not well suited for labor market applications due to its lack of fric-

tions. To extend Becker’s framework, this model incorporates the frictional

search and vacancy posting environment of Shimer and Smith (2000). Only

unemployed workers search in Shimer and Smith (2000), whereas job-to-job

moves are common in the data. To accommodate this, Hagedorn, Law, and

Manovskii (2016) build in on-the-job search in the spirit of Cahuc, Postel-

Vinay, and Robin (2006).

2.1 Model

Time is discrete. Agents are risk neutral, live infinitely, and maximize present

value of payoffs discounted by a common discount factor β ∈ (0, 1). A unit

mass of workers are either employed (e) or unemployed (u) while pf mass of

firms are producing (p) or vacant (v). Workers and firms have heterogeneous

productivities. Their productivity rank is denoted by x ∈ [0, 1] and y ∈ [0, 1],

respectively. When matched, worker x and firm y produce f(x, y) where f :

[0, 1]2 → R+. Consistent with x and y being productivity ranks, fx > 0 and

fy > 0. There are no other restrictions on f .6 We call f the production

function and refer to the quantity f(x, y) as the match output.

Defining productivity on ranks is without loss of generality. The rank of a

worker (firm) is given by the fraction of workers (firms) who produce weakly

less with the same firm (worker). In this paper, productivity, rank, or type have

6These restrictions do not imply that wages given y are strictly increasing in worker
productivity x or vice versa.
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identical meanings. Therefore, the distributions of worker and firm types are

both uniform. If the “original” (non-rank) distributions of worker and firm

types are Gx and Gy respectively, and the “original” production function is

f̃(x̃, ỹ), then we transform the production function

f(x, y) = f̃(G−1
x (x), G−1

y (y))

and the distributions are Gx(x̃) = x, Gy(ỹ) = y.7

The functions characterizing the distributions of employed workers,

unemployed workers, producing firms, and vacant firms are denoted

de(x), du(x), dp(y) and dv(y), respectively. Since productivities are defined

on ranks, de(·) + du(·) = 1 and dp(·) + dv(·) = pf . The function describ-

ing the distribution of producing matches is dm : [0, 1]2 → R+. Aggregate

measures of this economy are employment, E; unemployment, U ; producing

firms, P ; and vacant firms, V . Specifically,
∫

dm =
∫

de =
∫

dp = E = P ,

1 −
∫

dm =
∫

du = U =
∫

dv = V . All these equilibrium objects that charac-

terize distributions are constant in the steady state.

There are two stages in each period. In the first stage, matched workers

and firms produce and the output is split into wages and profits. There is

free entry. Entrant firms draw a fixed number of vacancies and type y from

a uniform distribution. Entry costs ce per vacancy.8 Once in the market,

firms pay maintenance cost c per unfilled vacancy per period. In the second

stage, all workers and all vacancies engage in random search. The total search

effort is s = U + φE where φ ∈ [0, 1] is an exogenous search intensity of

employed workers (relative to unemployed workers). V denotes the number

7It is easier to see this in one dimension. Let the “true productivity” of workers be
given by x̃ distributed Gx(·) with support [0, x̄]. The “true production function” is f̃ and
hence, the output of a worker is f̃(x̃). Then, worker x̄ produces f̃(x̄), i.e. a worker with
rank x = 1 produces f(1) = f̃(x̄). Because x̃ and f̃ are unobserved, it is not possible to
separately identify x̃ and f̃ , e.g. f̃ = 3x̃ with x̃ ∈ [0, 1] and f̃ = x̃ with x̃ ∈ [0, 3] are
observationally identical. This observation extends to two dimensions. Hence, the relevant
object to measure in the data is f(x, y) with (x, y) ∈ [0, 1]2.

8ce is assumed to be such that the mass of jobs in the economy is equal to the mass of
workers. That is, pf = 1.
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of vacancies. Meetings are generated by m : [0, 1] × [0, 1] → [0,min(s, V )]

which takes the pair (s, V ) as inputs. The probabilities that an unemployed

or an employed worker meets a vacancy are given by Mu = m(s,V )
s

, and Me =

φm(s,V )
s

, while the probability of a vacancy meeting a potential hire (employed

or unemployed) is Mv = m(s,V )
V

. Conditional on the meeting, the vacancy meets

an employed worker with probability Ce = φE
U+φE

and meets an unemployed

worker with probability Cu = U
U+φE

.9 Not all meetings result in matches,

because some unemployed workers prefer continuing searching to matching

with the vacancy they met and some employed workers prefer remaining in

their existing matches. At the end of the period a match is destroyed with

exogenous probability δ.

Denote the surplus received by an employed worker by So. The worker’s

surplus received depends on search history, as will become clear when we

describe wage setting. Let Vu(x) denote the value of unemployment for a

worker of type x. Ve(x, y, S
o) is the value of employment for a worker of type

x at a firm of type y when the worker receives So. Vv(y) is the value of a

vacancy for firm y, and Vp(x, y, S
o) is the value of firm y employing a worker

of type x when the worker receives So. So does not affect the size of match

surplus S(x, y). It only determines the split of the surplus between the worker

and the firm. Formally,

Ve(x, y, S
o) := Vu(x) + So (1)

Vp(x, y, S
o) := Vv(y) + (S(x, y)− So) (2)

S(x, y) := Vp(x, y, S
o)− Vv(y) + Ve(x, y, S

o)− Vu(x) (3)

We now describe wage setting, which determines So. An unemployed

worker who meets a vacancy makes a take-it-or-leave-it offer and extracts the

full surplus. As in Cahuc, Postel-Vinay, and Robin (2006), when a worker of

type x employed at some firm ỹ meets a firm y which generates higher surplus,

9We estimate Mv, Me, Mu, Ce, and Cu directly without imposing functional form as-
sumptions on m.
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the two firms engage in Bertrand competition such that the worker moves to

firm y. At the new firm y, the worker obtains the full surplus generated with

firm ỹ, S(x, ỹ), while the new firm y retains S(x, y)− S(x, ỹ). Small, unmod-

elled costs of writing an offer deter potential poaching firms from engaging

in Bertrand competition unless they know the poaching attempt will succeed.

These modeling choices on the wage setting protocol are restrictive. However,

as we demonstrate later, they enable us to use the non-parametric identifica-

tion strategy in Hagedorn, Law, and Manovskii (2016) and are flexible enough

to deliver a good fit to the data.

These modeling choices also imply certain assumptions on wage dynamics.

First, wages are constant over a job spell. This happens because firms poach

only when they know they will succeed. Empirically, we attribute within-job

spell wage growth to experience accumulation. Second, workers move job-

to-job to firms with whom they generate higher surplus. These firms may

be less productive (lower y). Third, wages may decline upon a job-to-job

transition like in Cahuc, Postel-Vinay, and Robin (2006), especially after the

first job-to-job transition in an employment spell. This may happen because a

worker accepts a lower wage in anticipation of the potential surplus (and wage)

gain from future successful job-to-job moves. Fourth, the take-it-or-leave-it

offer by the unemployed worker does not mean that wages equal the entire

match output. Firms profit from poached workers and hence, unemployed

workers who make the take-it-or-leave-it offer must compensate the firm for the

option value of poaching. Fifth, the take-it-or-leave-it offer implies that for any

(x, y) match, wages out-of-unemployment are higher than wages which arise

from a job-to-job move (for the same worker type x). This happens because

the continuation value of the match is identical regardless of So. Hence, the

surplus premium that a worker who moved out-of-unemployment commands

over a worker who moved job-to-job, must be reflected in wages.10 We provide

evidence that many of these implications are borne out in data in Section 4.

10The surplus premium can be seen from
So(x, ycurrent, U) = S(x, y) > So(x, ycurrent, yprevious).
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Matching takes place when both the worker and the firm find it mutually

acceptable. To formalize this, we describe the set of firms (workers) that

workers (firms) are willing to match with. This set depends on whether the

worker is moving out-of-unemployment or job-to-job. Bw(x) is the set of firms

that a worker of type x moving out-of-unemployment is willing to match with:

Bw(x) = {y : S(x, y) ≥ 0}.

Likewise, Bf (y) is the set of workers moving out-of-unemployment that firm

y is willing to match with:

Bf (y) = {x : S(x, y) ≥ 0}.

Be(x, y) is the set of firms whom worker x employed at y is willing to move to

via a job-to-job transition:

Be(x, y) = {ỹ : S(x, ỹ) ≥ S(x, y)}.

Bp(y) refers to the set of matches where firm y can successfully poach a worker

from:

Bp(y) = {(x̃, ỹ) : S(x̃, y) ≥ S(x̃, ỹ)}.

A match (x, y) forms between a vacancy and an unemployed worker when

y ∈ Bw(x) and x ∈ Bf (y). A worker in match (x, ỹ) moves job-to-job and

forms a new match with y when (x, ỹ) ∈ Bp(y) and y ∈ Be(x, ỹ). We denote

the complement of a set X by X.

Thus, the worker’s value of unemployment reflects the surplus that the

worker claims from the take-it-or-leave-it offers:

Vu(x) = βVu(x) + β(1− δ)Mu

∫
Bw(x)

dv(ỹ)

V
S(x, ỹ)dỹ

︸ ︷︷ ︸
expected surplus from successful matching

. (4)

The firm’s value of vacancy reflects the expected profits from poaching only.
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Firms extract no surplus from hiring unemployed workers:

Vv(y) = −c+ βVv(y) + β(1− δ)MvCe

∫
Bp(y)

dm(x̃, ỹ)

E
(S(x̃, y)− S(x̃, ỹ)) dx̃dỹ

︸ ︷︷ ︸
expected profits from poaching

. (5)

However, the maintenance cost to unfilled vacancies (c) provides the incentive

to firms to hire unemployed workers. Free entry implies

ce =

∫ 1

0

Vv(ỹ)dỹ,

because firms enter and exit until the expected value of a vacancy equals the

entry cost of posting a vacancy. Employed workers extract So from their

current match if the current match is maintained and stand to extract the

current match surplus in the event of a successful job-to-job move:

Ve(x, y, S
o) = w(x, y, So) + βVu(x)

+ β(1− δ)

1−Me + Me

∫
Be(x,y)

dv(ỹ)

V
dỹ

So
︸ ︷︷ ︸

retains So when not successful at on-the-job search

+ β(1− δ)

Me

∫
Be(x,y)

dv(ỹ)

V
dỹ

S(x, y).

︸ ︷︷ ︸
captures S(x, y) when successful at on-the-job search

(6)

A special case of this will be when workers move out-of-unemployment. Here,

12



So = S(x, y) and the value of employment is

Ve(x, y, S(x, y)) = w(x, y, S(x, y)) + βVu(x)

+ β(1− δ)

1−Me + Me

∫
Be(x,y)

dv(ỹ)

V
dỹ

S(x, y)

+ β(1− δ)

Me

∫
Be(x,y)

dv(ỹ)

V
dỹ

S(x, y)

= w(x, y, S(x, y)) + βVu(x) + β(1− δ)S(x, y)

= Vu(x) + S(x, y)

where the last equality is from Equation (1). Rearranging yields

w(x, y, S(x, y)) = S(x, y) + (1− β)Vu(x)− β(1− δ)S(x, y)

= (1− β(1− δ))S(x, y) + (1− β)Vu(x). (7)

Finally, the value of a producing job is

Vp(x, y, S
o) = f(x, y)− w(x, y, So) + βVv(y)

+ β(1− δ)

1−Me + Me

∫
Be(x,y)

dv(ỹ)

V
dỹ

 (S(x, y)− So)

︸ ︷︷ ︸
retains profits from workers who did not move job-to-job

.(8)

In a steady state search equilibrium (SE), all workers and firms maximize

expected payoff, taking the strategies of all other agents as given. A SE is then

characterized by the density du(x) of unemployed workers, the density dv(y)

of vacant firms, the density of formed matches dm(x, y) and wages w(x, y, So).

The density dm(x, y) implicitly defines the matching sets as it is zero if no

match is formed and is strictly positive if a match is consummated. Wages are

set as described above and match formation is optimal given wages w, i.e. a

match is formed whenever the surplus (weakly) increases. The densities du(x)
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and dv(x) ensure that, for all worker-firm type combinations in the matching

set, the numbers of destroyed matches (into unemployment and to other jobs)

and created matches (hires from unemployment and from other jobs) are the

same.

2.2 Nonparametric Identification and Estimation

A constructive nonparametric identification proof is provided in Hagedorn,

Law, and Manovskii (2016). Here, we briefly describe their strategy.

Plugging Equations (4), (5), (6), and (8) into (3) and using (7), we obtain

that wages out-of-unemployment can be written as

w(x, y, S(x, y)) = f(x, y)− (1− β)Vv(y). (9)

From this equation, three key identification and implementation steps follow.

2.2.1 Ranking and Binning Workers

Recall that x is the productivity rank of workers. Since fx > 0, we immedi-

ately see that out-of-unemployment wages within firms rank workers. We use

the rank aggregation procedure described in Hagedorn, Law, and Manovskii

(2016) to obtain a global ranking of workers initialized with lifetime expected

wages of workers.11 The rank aggregation algorithm combines the partial

ranking of out-of-unemployment wages. For instance, at Firm 1, wages out-

of-unemployment reveal that workers are ranked a > b and wages at Firm 2

reveal that b > c. Worker b, by being ranked at two separate firms, reveals

that a > b > c. Repeating this aggregation of rankings across more firms

yields a global ranking of workers. Of course, rankings in the data may be

inconsistent due to stochastic processes such as measurement error. The full

11Assuming that within firm wages are indeed increasing in true worker rank x, we prove
in Appendix A that worker and firm fixed effects in the two-way fixed effects linear regres-
sion identifies these ranks of workers and firms only when the underlying match density is
uniform. However, the identification of ranks is not guaranteed in presence of sorting that
leads to a nonuniform match density.
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procedure as described in Hagedorn, Law, and Manovskii (2016) maximizes

the likelihood of the correct global ranking.

Once workers are ranked, they are binned. Workers are ranked from low-

est to highest rank and partitioned (binned) to form bins. For example, the

bottom 5% workers are in the lowest bin. Given the large number of workers

available data we use, closely ranked workers that are very similar are put in

the same bin. We then use wage observations for all workers in a bin as if

they were a single worker’s observations and compute the relevant statistics

accordingly. For example, out-of-unemployment wages that workers in bin x

at some firm j will simply be w(x, j, S(x, j)). Binning is advantageous because

it averages out stochastic processes like measurement error. Binning also pro-

vides a good estimate of wages (and output) of matches between workers and

firms that are not observed in the data. All this information can be inferred

from wages of similarly ranked workers within the same bin.

2.2.2 Ranking and Binning Firms

Having ranked and binned workers, we first observe that by ranking and

binning firms in a similar fashion, we will be able to nonparametrically es-

timate out-of-unemployment wages between workers in x and firms in y,

w(x, y, S(x, y)). This can simply be done by averaging wages between workers

in bin x and similarly job-to-job wage can be obtained. Furthermore, with

Vv(y) known, we can simply invert the wage equation and obtain f(x, y).

Hagedorn, Law, and Manovskii (2016) show that the value of vacancy is

monotone in y. Further, they show that the value of vacancy can be computed

from wage and transition data alone.

To see this, rearrange Equation (7) and replace the surplus, S(·, ·), terms

in the value of vacancy

Vv(y) =
−c

1− β
+
β(1− δ)MvCe

1− β

∫
Bp(y)

dm(x̃, ỹ)

E
(S(x̃, y)− S(x̃, ỹ)) dx̃dỹ
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to obtain

Vv(y) =
−c

1− β

+
β(1− δ)MvCe

(1− β)(1− β(1− δ))
×∫

Bp(y)

dm(x̃, ỹ)

E
(w(x̃, y, S(x̃, y)− w(x̃, ỹ, S(x̃, ỹ)) dx̃dỹ

︸ ︷︷ ︸
out-of-unemployment wage premium

.

This implies that firms can be ranked according to the out-of-

unemployment wage premium they pay to workers that they expect to poach.

This is not straightforward to compute in practice. Consider the naive ap-

proach of computing this statistic from the wages of workers that are actually

poached by some firm j from other firms. The statistic requires the out-of-

unemployment wages of these poached workers at j and their previous firms.

However, out-of-unemployment wages at the previous firm may not be ob-

served in the data. To overcome this problem, we utilize the fact that we have

out-of-unemployment wages, w(x, j, S(x, j)), after ranking workers, which we

do prior to computing Vv. This provides an estimate of the needed out-of-

unemployment wages.12

Still, we may not accurately observe the distribution of workers moving

into a given firm due to short samples. To solve this problem, we utilize

the fact that for a given worker type, wages out-of-unemployment are greater

when surplus is greater. This is immediate from Equation (7). Hence, we infer

which matches a firm would have poached from by comparing w(x, j, S(x, j))

across firms, i.e. firm j will poach workers in bin x from other firms if

wu(x, j, S(x, j)) > wu(x, j′, S(x, j′)) where j′ 6= j. Summing the wage pre-

mium weighted by the observed match density gives the expected out-of-

unemployment wage premium which ranks firms. Once firms are ranked, they

12If no measure of w(x, j, S(x, j)) is available, then we use the average wages of all workers
in bin x, ESw(x, j, S).
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can be binned in the same way workers were binned.

2.2.3 Recovering the Production Function and Search Parameters

To compute the value of vacancy of individual firms, Vv(j) we now need to

estimate Mv, Ce and δ. The probability that firm j fills the vacancy conditional

on meeting an unemployed worker (q̃uj ) is the share of unemployed workers

that j is willing to hire.13 Denoting the number of observed new hires out-

of-unemployment in firm j by Hu(j) and the number of unobserved vacancies

posted by v(j), we have Hu(j) = (1 − δ)MvCuq̃
u
j v(j). In other words, the

observed number of new hires equals the probability the match is formed times

the number of vacancies. Aggregating over firms, we can solve for MvCu since

total vacancies V equal U in the steady state, which overcomes the need to

observe vacancies at the firm level. MvCe can be estimated in a similar way.

Next, we estimate on-the-job search intensity using the fact that φ = U
E
· Ce

Cu
.

Finally, with φ we compute Ce or Cu (since unemployment U is known) and

then back-solve for Mv. The average length of employment spells identify δ.

To do this, we use employment spells that are observed without truncation

due to the sample period.

Recovering the production function is straightforward after workers and

firms are ranked and binned. We first compute w(x, y, S(x, y)). Averaging

Vv(j) yields Vv(y). Finally, we solve for f(x, y) using Equation (9).

3 Data

We use the Linked Employer-Employee (LIAB) M3 panel covering 1993-2007

provided by the German Institute for Labor Research (IAB) to estimate the

model. This panel includes about 1.8 million unique individuals and over

500,000 establishments out of which over 2,300 establishments are surveyed

between 1996 and 2005. The IAB builds the LIAB survey panel through strati-

13This can be measured from the unemployment rates of worker types that firm j hires.
See Hagedorn, Law, and Manovskii (2016) for details.
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fying over industries, so the establishments represent the cross-section of indus-

tries in Germany. Large establishments are oversampled.14 The work history of

workers includes records from the Employment History (Beschäftigten-Historik

- BeH) and records from the Benefit Recipient History (Leistungsempfänger-

Historik - LeH). BeH records cannot be longer than a year since annual noti-

fication is required for all jobs in progress on December 31, but LeH records

can span multiple years. We observe the complete work history between 1993

and 2007 of every worker recorded to have worked at any one of the surveyed

establishments for at least a day between January 1st 1993 and December 31st

2007. While the work history we observe also includes employment spells at

establishments outside the surveyed panel, we observe the complete workforces

(that an establishment reports) at surveyed establishments only. Wage records

are based on notifications submitted by employers to various Social Security

agencies upon a change in the conditions of employment. Hence, this panel

excludes individuals not subject to Social Security contributions, e.g. civil

servants and full-time students.

The panel consists of continuous job spells and unemployment records.

Start and ends of spells are reported at a daily frequency and the IAB splits

unemployment spells spanning multiple years so that all spells fall within a

year. We impute missing education values using the IP1 procedure described

in Fitzenberger, Osikominu, and Völter (2006).15 An important limitation of

the data is the censorship of about 9% of the earnings at the Social Security

maximum. Our structural analysis does not suffer much from this limitation,

because the estimation procedure we use relies mainly on out-of-unemployment

wages, of which only 2% are censored. We impute censored wages following

closely the imputation procedure in Card, Heining, and Kline (2013).16

We consider full-time employed men aged 20-60 employed by West Ger-

14We show the establishment size distribution Appendix B and show in Appendix B.1
that this dataset reflects aggregate wage trends reported in the literature.

15Details in Appendix B.
16Details are provided in Appendix B. Our imputation procedure adapts the procedure

in Card, Heining, and Kline (2013) to the limitations of our sample.
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man establishments. Mini-jobs which appear past 1999 are dropped. We only

consider workers with more than one job spell and less than 150 job spells.

We also only consider jobs with a real daily wage above 10 Euros with 1995

as the base year. We drop all apprentice and self-employed workers as well.

We define out-of-unemployment spells in our sample as individuals (1) whose

first observed job is prior to age 26, (2) whose start of a new job is preceded

by compensated unemployment in the past 28 days, or (3) who have an un-

compensated gap between two jobs longer than one month.

Next, we split the sample into data from 1993 to 2000 (1990s) and 2001 to

2007 (2000s), and estimate the model separately on each subsample. Our sam-

ple contains 383,772 establishments, 889,307 workers, and 6,254,287 job spells

for the 1990s; and 321,756 establishments, 818,967 workers, and 5,269,024 job

spells for the 2000s. We aggregate it to a monthly frequency to estimate our

model. We aggregate to a yearly frequency to perform our test of additive

separability and estimate worker and firm effects to be consistent with Card,

Heining, and Kline (2013). In the case of several concurrent jobs in a given

month (year), we define the main job to be the job in which the worker earns

the most in that month (year).

The worker ranking procedure we use relies on workers moving between

establishments. Thus, we restrict the ranking of workers as well as regressions

to remove the effects of observable characteristics to the largest connected set

(see Abowd, Creecy, and Kramarz (2002)) containing 359,643 establishments,

871,533 workers and 6,176,894 job spells for the 1990s and 272,632 establish-

ments, 780,347 workers, and 5,070,658 spells for the 2000s. We rank workers

using data from the full sample.

We treat establishments in the data as firms as described in the model. We

use the terms interchangeably for the rest of the paper.

For our test of additive separability, we restrict our sample to LIAB-

surveyed establishments that employ at least 2 workers, because we cannot

fully observe coworkers relationships at non-surveyed firms. This sample con-

sists of 1,225,892 unique coworkers pairs observed at 2 different establishments,
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11,120 workers, and 793 establishments. For estimation of the production func-

tion and report of fit, we restrict our sample to LIAB-surveyed establishments

that employ at least 10 workers. We only rank establishments and estimate the

production function on this sample, because ranking establishments requires

observing their entire workforce history. This sample consists of 1,658 (1,512)

establishments, and 720,762 (535,091) workers for the 1990s (2000s). We have

a total of 3,442,577 job spells for the 1990s, and 2,501,472 job spells for the

2000s with which we estimate the model. The dropping algorithm we use for

misranked workers (described in Hagedorn, Law, and Manovskii (2016)) drops

7,869 workers for the 1990s and 8,803 workers for the 2000s.

4 Estimating the Model

As described earlier, we estimate the model with wages net of the effects of

observables on each subperiod (1990s and 2000s) of the data. The model is

estimated on residual wages. To construct residual wages, we follow Card,

Heining, and Kline (2013) in including an unrestricted set of year dummies

as well as quadratic and cubic terms in age fully interacted with educational

attainment in our set of time-varying observable characteristics. In particular,

we regress individual log real daily wage logwit of individual i in month t on a

worker fixed effect αi and an index of time-varying observable characteristics

z′it

logwit = z′itγ + αi + rit,

where rit is an error component. The residual wage which serves as input

into the analysis is then defined as wit = exp(logwit − z′itγ̂). Card, Hein-

ing, and Kline (2013) (CHK) also include establishment fixed effects in the

regression. This difference is inconsequential for our purposes, as the inclu-

sion of establishment fixed effects has virtually no impact on γ̂. In particu-

lar, over the combined 1993-2007 sample, corr(z′itγ̂, z
′
itγ̂CHK) = 0.9952 and

corr(logwit, logwit,CHK) = 0.9995, where wit,CHK = exp(logwit − z′itγ̂CHK).
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Table 1 shows that residual wages, logwit− z′itγ̂, capture a large portion of

cross-sectional variance in log wages in the data given our set of observables.

Table 1: Covariance matrix of log wages in the 1990s and 2000s
1993-2000 (1990s)

logw α̂ z′γ̂ r̂

logw 0.1811 0.1538 0.0097 0.0176

α̂ 0.1516 0.0021 0.0000

z′γ̂ 0.0076 0.0000

r̂ 0.0176

var(α̂ + r) = 0.1516 + 0.0176 = 0.1692

represents 93% of wage variance

2001-2007 (2000s)

logw α̂ z′γ̂ r̂

logw 0.2295 0.1906 0.0182 0.0207

α̂ 0.1843 0.0063 0.0000

z′γ̂ 0.0120 0.0000

r̂ 0.0207

var(α̂ + r) = 0.1843 + 0.0207 = 0.2050

represents 89% of wage variance

The overall change in wage variance is 0.2295 − 0.1811 = 0.0484. The

change in residual wage variance, var(α̂+ r), is 0.2050− 0.1692 = 0.0358. The

model includes wage variation which accounts for 0.0357/0.0484 = 74% of the

increase in wage inequality.

Having ranked workers and establishments, we bin workers into 20 bins

with an equal number of unique individuals in each bin. Establishment bins are

selected so that each bin contains approximately the same number of unique

jobs. It is not possible to have exactly the same number of jobs in each bin
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because establishments in the data differ greatly in size.

The inputs to the model (the production function, f(x, y) and search pa-

rameters Mv (search intensity), φ (on-the-job search intensity), and δ (match

destruction probability)) are estimated following the steps described in Sec-

tion 2. We fix the gross interest rate at 1.04 to pin down the discount factor

β and estimate production function up to an additive constant. The last step

of our estimation involves estimating the additive constant to the production

function to minimization the squared deviations of mean log wages and the

variance of log wages.

We estimate this additive constant by simulating wages using the produc-

tion function (Figure 1) and search parameters (Table 2) estimated from the

data. Irregularities in the matching set arise due to firm size heterogeneity. For

instance, some firm bins contain less than five firms with one of the firms being

very large. The large firm influences the matching set greatly and this results

in roughness of the matching set on the edges. To overcome these irregular-

ities, we calibrate the matching set by perturbing the matching set obtained

directly from the data by 1 bin from its edge. In practice, the perturbation

amounts to including and excluding worker types on the edge of the matching

set. The perturbation which fits the data best is used. The fit of the model

to the data is evaluated using the resulting wage and density functions. Note

that the fit of the model generated wages and match density to the data does

not arise by construction. The mobility of workers in the simulation arises en-

dogenously in the model from the production function and search parameters.

These primitives do not guarantee generating wages or mobility identical to

what is observed in the data. We compare the resulting wage functions and

the match densities later in this section.
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Figure 1: Estimated production functions.
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Table 2: Parameters

1990s 2000s

Data Model Data Model

Externally Selected Parameters

Annual Gross Interest Rate 1.04 1.04

Estimated Parameters

Monthly Meeting Probability, Mv 0.34 0.41

On-the-job Search Intensity, φ 0.42 0.23

Monthly Job Separation Probability, δ 0.012 0.0098

Calibrated Parameter

Additive Constant to f(x, y) 1.254 5.799

Target Quantities

Mean Log Wage 4.40 4.32 4.50 4.48

Variance Log Wages 0.169 0.167 0.205 0.204

4.1 Model Fit

We simulate the model using the model primitives, f(x, y) and search parame-

ters, obtained in the previous subsection. We simulate the model for the same

number of years as in the subsample periods. The model is simulated at a

weekly frequency and model-generated data is aggregated the same way as

done in the real data. Table 3 summarizes the fit of the model. In both pe-

riods, the model replicates the job-to-job transition rate and the employment

rate. In a steady state, aggregate employment and the separation rate (δ)

define the job finding rate, so the model replicates overall job mobility rates.

The model also generates comparable quantities of sorting (as measured by a

rank correlation of types) between workers and establishments.17 We can see

from Table 3 that highly ranked workers tend to sort with highly ranked firms

and that this correlation has increased from 0.7621 to 0.7919 in the data. The

model produces roughly the same order of sorting as in the data.

17Sorting is measured on surveyed establishments only as it requires ranking firms.
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Table 3: Model Fit

1990s 2000s

Data Model Data Model

Fit to Mobility and Sorting

Probability of Monthly Job-to-Job Move 0.0118 0.0118 0.0107 0.0093

Employment Rate 0.8916 0.8783 0.9002 0.9219

Correlation of Worker and Firm Type 0.7621 0.7117 0.7919 0.7487

corr(wmodel,wdata)

Overall 0.9996 0.9983

Below Median 0.9975 0.9991

Above Median 0.9995 0.9974

Explanatory Power

R2 using wmodel(x, y) 0.919 0.918

R2 using Worker and Firm Fixed Effects 0.942 0.941

Next, we correlate the non-parametrically estimated wage function from

the data, wdata, with the wage function generated by the model, wmodel. The

wage function refers to wages averaged across all workers and establishments

in match (x, y) in the data and in the model simulated data. The model fit

to the wage function in the data does not arise by construction. We only

target the overall mean and variance of log wages in our calibration, and

use the production function estimated using wages out-of-unemployment. We

report the overall correlation of the wage function from the data and the

model simulation. We also report this same correlation restricted to the lower

and upper half of wages. We see from these correlations that the estimated

production function along with the estimated search parameters replicate the

nonparametric wage function in the data.

To assess the overall fit to raw wages, we predict wages and compute the

R2 arising from our prediction. We only assess the fit on wages earned at

surveyed establishments, because we can only rank surveyed firms. Every

worker i and establishment j in the economy has an estimated type given

by x̂(i) and ŷ(j), respectively. Our prediction of wages is log ŵit = z′itγ̂ +
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logwmodel(x̂(i), ŷ(j)). wmodel is the equilibrium wage function simulated from

the model. For comparison, we display the R2 of the regression including a

fixed effect for every worker and every establishment. This regression is run

on wage data including surveyed and non-surveyed establishments using an

identical set of observable characteristics. The R2 is displayed for wages paid

by surveyed establishments only.

Regarding wage dynamics, the average residual wage of a worker declines

about half of the time when the worker moves between jobs in the data. In

model-generated data, wages decline 46% of the time. Note that the model

implies that wages out-of-unemployment are greater than wages arising from

a job-to-job move for a given (x, y) pair. Average residual wages from job-

to-job moves exceed residual wages out-of-unemployment by only a tenth of a

standard deviation. Hence, the data does not outright reject this implication

of the model.

Finally, we provide a visual comparison of wages and match densities from

the simulation described above. Figure 2 compares wages obtained in the data

to wages that are simulated using the production function and search param-

eters estimated from the data. The wage function simulated from the model

is almost uniformly above or below the wage function from the data. This

is consistent with the average values reported in Table 2, because the wage

function is weighted by the match densities to calculate its average. Figure 3

provide two views of the match densities arising from the same exercise. Over-

all, we find that our nonparametrically estimated model fits the data along key

dimensions with three search parameters and a non-parametrically estimated

production function over 20 worker types and 20 establishment types. The

model’s fit to wages is comparable to wage regressions which assign a fixed ef-

fect to every worker and to every establishment. This is true for the hundreds

of thousands of workers and over a thousand establishments in this analysis.

In addition to wages, the model replicates mobility and sorting over produc-

tivity in the data. Given this fit, we can confidently exploit the structure of

the model to understand the rise in German wage inequality in Section 5.
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Figure 2: Wage functions from the data and simulated from the model using
production function and search parameters from the data.
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4.2 Log-Linear Variance Decompositions

We also consider the model’s ability to generate the decomposition of wages

as described in Abowd, Kramarz, and Margolis (1999). To do so, we take the

wage function estimated from the data and the wage function estimated from

model simulated data and assess how well we reproduce the moments from a

worker-firm fixed effects variance decomposition.18 We also examine the extent

to which aggregation and mobility bias affect replicating the decomposition.

In their study of West German inequality, Card, Heining, and Kline (2013)

decompose log wages into variance contributions due to observables and worker

and firm fixed effects on a superset of our data.19 They find that firm fixed

effects account for around 20% of wage variance over 1996 to 2001 and 2002 to

2009. However, variance contributions emerging from this method have been

shown to be biased due to noisy estimates of fixed effects for small firms where

few workers move (Andrews, Gill, Schank, and Upward, 2012, 2008). We follow

Card, Heining, and Kline (2013) and aggregate the data to the annual level to

estimate regressions with worker and firm fixed effects.

Estimating this regression on raw log wages in the data, we find evidence

that much of the firm variance contribution in our sample comes from small

firms. We only observe a few workers at these firms moving, because these

firm are relatively small (e.g. less than 20 workers). Restricting to smaller

firms, the firm contribution rises to 58% whereas it is only 41% for firms for

larger firms.20 The covariance between worker and firm fixed effects for these

smaller firms drop to −11% compared −4% for larger firms. This feature of

the data is consistent with Andrews, Gill, Schank, and Upward (2012) who

argue that mobility bias causes an upward bias in the variance contributions

18The weekly simulation contains 24,000 workers and 240 firms over 8 years. The produc-
tion function and search parameters are the only inputs into the model.

19Card, Heining, and Kline (2013) have access to the entire universe of firms and workers
whereas our dataset only contains a subset of firms. Hence, their data features substantially
more mobility in magnitude. However, our connected sets both contain upwards of 99% of
all observations, hence we also have substantial mobility in our more limited data.

20Firms are smaller in the sense that we observe fewer than 3000 worker-firm matches
over 1993-2007.
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and downward bias in the covariance contribution of worker and firm fixed

effects.

To understand how our model performs, in Table 4, we present worker-firm

fixed effect variance decompositions for (1) wages in the data, (2) fitted wages

from binning worker-firm fixed effects, (3) fitted wages from our estimated

wage function in the data, and (4) fitted wages from a wage function from

model simulated data. For (2), we take fitted residual wages via worker and

firm fixed effects and average them in bins defined by ordering fixed effects to

see how aggregation affects variance contributions. The resulting new fitted

wage averages out noise in firm effects due to limited mobility associated with

small firms. With such aggregation, we see that the variance contribution of

firms goes down to 21% from 54%. Thus, we find that aggregating removes

a substantial amount of estimated firm heterogeneity, because much of the

firm contribution is due to noisy estimates of fixed effects from smaller firms.

Similarly, we construct a fitted wage for every observation in the data using the

wage function we estimate in the data and a wage function we simulate from

the model. Our fitted wages estimated in the data and simulated from the

model, z′itγ̂ + logw(x̂(i), ŷ(i)), match the firm contribution that emerges from

(2). Hence, our fitted wages reproduce the firm contribution to wage variance

in the data once we take into account the effect of aggregation on the firm

variance contribution. The correlation between worker and firm productivity

types reported in Table 3 is much higher than the correlation of estimated

worker and firms fixed effects.21

Performing the AKM decomposition on model generated data and model

generated mobility of workers to firms results in the estimated worker type

share of wage variance to explain almost all (>94%) the variance in wages.22

21See Abowd and Kramarz (1999) and Eeckhout and Kircher (2011) for discussions on
the relationship between the correlation of worker and firm fixed effects and sorting over
fundamental quantities such as productivity.

22We concatenate model simulations from 1993-2000 and 2001 - 2007. Hence, the variance
in the model lies in between the variance of wages in both halves of the data. This variance
does not match exactly the variance of the full sample in the data due to factors (such as
panel balance) that we do not account for. This does not affect the well known observation
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Firm fixed effects explain a negligible quantity of wage variance. Our results

here suggests that this is largely due to firm sizes, aggregation and hetero-

geneous mobility of workers across firms in the data. With those elements

equalized between the model and the data (Table 4, lines 2 and 4), we find

that the model in fact replicates the firm contribution.

Table 4: Variance Contribution on Fitted Wages (1993-2007)

Var(αi) Var(ψj) Cov(αi, ψj) Var(z′γ̂)

1. logwijt 47% 54% −14% 2%

2. z′itγ̂ + wakm(x(i), y(j)) 68% 21% −2% 9%

3. z′itγ̂ + wdata(x̂(i), ŷ(j)) 46% 22% 22% 8%

4. z′itγ̂ + wmodel(x̂(i), ŷ(j)) 49% 20% 22% 4%

5. wmodel(x, y) 94% 0.1% 2.2% N/A

Note: wdata(i, j) are log wages in the data. wakm(x, y) are fitted log wages

z′γ̂ + logw(x, y) where w(x, y) is determined ranking workers according to worker and firm

fixed effects instead of our estimation method. wdata(x, y) are fitted log wages

z′γ̂ + logw(x̂, ŷ) where w(x̂, ŷ) is the wage function estimated in the data based on

estimated worker (x̂) and firm (ŷ) types. wmodel(x, y) are fitted log wages z′γ̂ + logw(x, y)

where w(x, y) is the wage function emerging from a simulation where the production

function and search parameters are inputs.

4.3 Discussion

It is important to note that our nonparametric identification rests on the

model’s restrictive bargaining assumptions. Workers out of unemployment

make take-it-over-leave-it offers and thus have full bargaining power. This as-

sumption implies wages out of unemployment convey sufficient information to

identify worker types and consequently firm types and the production function.

The implementation of the identification strategy may still yield accurate es-

timates of worker types as long as wages out of unemployment convey enough

information to rank workers with a degree of accuracy comparable to the num-

ber of bins we use. The extent to which wages out of unemployment do not

that worker fixed effects explains most wage variance in Beckerian models.
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directly reflect underlying worker productivity governs the bias in our estimate

of the production function, because identifying firm types and the production

function rest on first identifying worker types.

We provide evidence that despite this restrictive assumption, the model

reproduces many salient features of the wage structure like job-to-job wages

(as shown through fit to overall wages). Model fit suggests we cannot outright

reject the model as a good approximate to the true residual wage data gen-

erating process. Of course, the fact that we do not have strong evidence to

reject the model based on fit alone does not make it a good description of wage

setting. However, our wage setting device holds some positive merits in terms

of capturing features of the data where other bargaining protocols may have

more difficulty. For example, this protocol delivers a similar degree of wage

declines upon job-to-job transitions, which may be more difficult to generate

in a similar model where more traditionally workers have no bargaining power

out of unemployment. In this latter case, workers experience a large wage

jump upon receiving their first poaching offer, because workers go from receiv-

ing none to the entire surplus. They may even be willing to accept negative

wages at some firms in expectation of a large jump. Wages following the first

job-to-job move will be informative of the worker’s type, since the worker’s

value of the new job includes the surplus from the previous job. However,

wages will be convoluted by expectations over future on-the-job offers, thus

inhibiting identification of workers types off of these wages alone. The proto-

col we use delivers wage declines naturally and yields identification using only

wages, increasing the replicability of this approach across datasets where only

wages are reported. These kinds of merits along with the model’s fit attest to

the usefulness of this wage setting device despite employing a non-traditional,

restrictive assumption.
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5 Decomposing the Rise in German Wage

Dispersion

We now perform decompositions to understand why wage dispersion has in-

creased in Germany. Our first decomposition uses the model to tease apart

the contributions to the increase in residual wage variance of model primitives

− search and production technology. Then, we separate the direct and indi-

rect effects of changes in the production technology. Finally, we evaluate the

importance of search frictions for cross-sectional wage dispersion.

5.1 The Contributions of Search Frictions and Produc-

tion Technology to Rising Wage Dispersion

We first ask which model primitive affects the increase in wage variance. To

answer this question, we turn to the structural model, which we demonstrated

to be a good fit to the data. In this model, the search parameters are the job

destruction rate (δ), the aggregate search intensity (Mv), and the on-the-job

search intensity (φ). We change these parameters one at a time and recom-

pute the model while maintaining f(x, y) to measure their contribution to the

increase in wage inequality across the subperiods. The change in variance due

to increasing all of the search parameters simultaneously is −0.0011, as shown

in Table 5. This suggests that changes in search frictions do not explain the

increase in wage variance we observe. In contrast, we find that maintaining

the search parameters while changing the production function gives all the

increase in the wage variance. Hence, we conclude from here that the key

primitive which affected the increase in German wage inequality is the pro-

duction function.23

23The bargaining protocol in the model takes place at the firm level which differs from
the wide-spread, sectoral-level bargaining in West Germany. Jung and Schnabel (2011)
show that only 19% of firms pay at the sectoral-bargained level using a 2006 survey of over
8,000 firms. Furthermore, larger firms disporportionately deviate and pay above the sectoral
agreement. Thus, the oversampling of large firms in our sample likely helps the fit of the
model (at least in the later subperiod) despite our differing bargaining protocol.
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Table 5: Wage Variance Counterfactuals

Wage Variance

f(x, y)1990s + Search1990s 0.1672

f(x, y)1990s + Search2000s 0.1661

f(x, y)2000s + Search1990s 0.2070

f(x, y)2000s + Search2000s 0.2038

5.2 The Effects of Changes in Production Technology

and Induced Sorting Patterns on the Rise in Wage

Dispersion

How does the production function affect the change in wage variance? Our

next decomposition is designed to separate the channels by which the produc-

tion function affects wages. Recall that the value functions (Equations 4-6 and

8) contain the equilibrium bargaining sets given by Bw(x), Bf (y), Be(x, y) and

Bp(y) as well has the production function f(x, y). In equilibrium, the change

in f(x, y) as described in the previous decomposition induces a change in the

bargaining sets as well as wages. In turn, changes to the bargaining sets induce

changes in the equilibrium match density.

We consider two counter-factual experiments to tease apart the effects of

the change in the production function. In each counter-factual, we simulate

wages arising in a partial equilibrium, meaning wages may respond to changes

in the production function or bargaining sets, but not both. To isolate the

direct effect of changing match outputs without altering behavior (bargaining

sets), we compute the wages which arise from the partial equilibrium of the

estimated production function from the 2000s, while maintaining the bargain-

ing sets and search parameters from the 1990s. The wage variance for this

counter-factual equilibrium is 0.1988 which means this direct effect accounts

for 86% of the change in wage variance. To isolate the indirect effect of changes

in sorting behavior, we compute wages which arise from the partial equilibrium

with the estimated production function and search parameters from the 1990s,
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but with the bargaining sets from the 2000s. The wage variance in this case

is 0.1740 meaning this indirect effect accounts for 19% of the change in wage

variance. Notice that both effects do not add up to the increase in wage vari-

ance from changing the production function alone due to general equilibrium

responses. However, we see that the direct effect of changes in the production

function exceeds the indirect effect in accounting for wage variance.

5.3 Measuring the Contribution of Search Frictions to

Wage Dispersion

Our first three decompositions suggest important roles for the production func-

tion through its direct effect on output and its indirect effect on behavior and

sorting. However, it appears that search frictions themselves do not have

much of a role to play in increasing wage variance. Here, we assess the role

that search frictions play in the cross section. As mentioned, the model’s

roots in Becker (1973) suggest a very natural way of understanding the role

of search frictions – remove them completely and compute frictionless wages.

In Becker’s environment, firms take the wage schedule as given and maximize

profits π(x, y) = f(x, y)− w(x). This yields the first order condition

fx(x, y) = wx(x).

This condition must hold at the equilibrium allocation y∗ = µ(x) and therefore,

wages can be obtained by integrating along the equilibrium path

w∗(x) =

∫ x

0

fx(x̃, µ(x̃))dx̃+ w0

w0 ∈ [0, f(xmin, µ(x̃min))]

where w0, the constant of the integration, is the share of the output going to

the lowest type worker.

In the production functions that Becker considers, this equilibrium path is

on the main diagonal (µ(x) = x) in the case of positive assortative matching
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(PAM), and on the off diagonal (µ(x) = 1−x) in the case of negative assortative

matching (NAM). The identification strategy we use does not rely on the

global modularity of the production function. In fact, the production function

we estimate is neither sub-nor super-modular, so we compute the optimal

planner’s allocation from the estimated production function and numerically

compute equilibrium wages. The planner’s problem is to maximize output by

assigning a worker type to a firm type with the constraint that each firm type

can only hire one worker type. We use an implementation of the algorithm in

Munkres (1957) to obtain a solution to this linear assignment problem. These

optimal allocations are displayed in Figure 4.

We find that eliminating search frictions has an ambiguous effect on log

wage variance. It depends on the value used for w0, which our theory is silent

on. This may appear somewhat surprising given that search frictions are often

thought to increase wage dispersion. However in this quantitative exercise,

wage variance may increase when search frictions are eliminated. We find

that the wage variance is lower when search frictions are eliminated only for

extremely high values of w0. For most of the range of w0, wage variance is

in fact higher. In this case, search frictions prevent workers and firms from

fully exploiting the complementarities in production. We find that the log wage

variance is 5.6% and 14.1% lower in the 1990s and the 2000s respectively when

w0 = f(xmin, µ(x̃min)) is imposed. The wage variance increases dramatically

as the share of output going to workers, w0, is decreased. We conclude that

search frictions affect the level of wage dispersion but do not explain its change

over time.
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Figure 4: The grey shading is the acceptance set. The dark spots are is the
output maximizing assignment of workers to firms assuming full employment.
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5.4 The Potential Impact of Collective Bargaining

Many labor market changes occurred in West Germany during the periods we

consider, including the Hartz Reforms, the development of open clauses, active

labor market policies, and continued reunification. These events and others af-

fecting job mobility and wages out-of-unemployment in Western Germany are

captured in the estimated production function. In this sense, the production

function overstates the role of technological change in affecting wage inequal-

ity.24 Here, we examine the rise in wage dispersion attributable to changes

in certain areas of the production function. This exercise aims to unpack the

relative impact of changes in technology versus labor market policies on the

production function we estimate. While we cannot isolate the impact of the

labor market policies mentioned, we can provide suggestive counterfactuals as

to the importance of collective bargaining regarding wage dispersion.

Our dataset provides information as to whether firms participate in collec-

tive bargaining at the sectoral or firm level. We perform four counterfactual

exercises. Each holds fixed all the model primitives from the 1990s with the

except of the production function for specific firm types. We replace the pro-

duction function for these types with the production function from the 2000s,

preserving the mean for the 1990s. The four exercises replace the production

function for the 1) six firm types with the lowest share of collective bargaining

in the 1990s, 2) six firm types with the highest share of collective bargaining

in the 1990s , 3) six firm types with the smallest change in the share of collec-

tive bargaining, and 4) six firm types with the largest change in the share of

collective bargaining as shown in Table 6.25

We find that changes in the production function affecting firms with the

lowest shares of collective bargaining can explain 44% of the increase in wage

dispersion, whereas changes in the production function affecting firms with the

highest shares of collective bargaining can explain 61% of the increase in wage

24See Card, Heining, and Kline (2013) for a discussion of labor market reforms.
25The fraction of firms by firm type participating in a bargaining agreement can be found

in Table 12 in the Appendices.
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Table 6: Firms Type (1990s)

Share of Collective Bargaining Firm Types Log Wage Variance

1. Lowest 1-6 0.1851
2. Highest 13-18 0.1911
3. Lowest Change 9-12, 17, 18 0.2063
4. Highest Change 3, 4, 7, 8, 15, 16 0.2035

dispersion. These counterfactuals suggest a potentially large role in explaining

the increase in wage variance for firm types where levels of collective bargaining

were high prior to the 2000s. Firm types where the change in collective bar-

gaining were highest and lowest seem to be equally important in accounting for

the increase in wage dispersion, which does not lead us to speculate a dispro-

portionately large impact on wage dispersion from firm’s changing bargaining

status. Again, these counterfactuals are merely suggestive. There remains

much work to be done concerning the impact of collective bargaining and la-

bor market policies in frictional, general equilibrium settings of labor market

where wages guide sorting. Dustmann, Ludsteck, and Schönberg (2009) and

Card, Heining, and Kline (2013) provide evidence pointing to a potentially

important role for union and collective bargaining in accounting for the rise in

wage dispersion in Germany. Our approach identifies the effects of production

and search technology on wage dispersion using recently developed methods,

but more comprehensive frameworks incorporating labor market policies and

collective bargaining are needed to make further progress on understanding

the impact of labor market developments on rising wage inequality.26

26Our approach treats these developments as factors affecting residual output and hence
residual wages.
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6 Testing Additive Separability

We estimate a structural model where wages drive sorting between workers

and firms and find that the model fits wages well. However, the leading non-

structural wage decomposition due to Abowd, Kramarz, and Margolis (1999)

(AKM) explains wage variance equally well. To fit wages, AKM specify log

wages as additive in returns to observable characteristics, worker and firm

fixed effects and an error term. Estimated via least squares, this specification

yields R2 statistics of around 90% across several datasets, including France,

the United States, and Germany.27 The literature has considered this high

R2 to be supportive of the additively separable specification as a good first

approximation to the wage determination process. Card, Heining, and Kline

(2013) also provide additional evidence in support of additively separability in

data.28

We find a high R2 statistic insufficient to conclude that the wage structure

is additively separable. Instead, we find evidence that (i) we reject the restric-

tions of additive separability under many stochastic error processes and (ii)

not rejecting additive separability requires match quality shocks to be roughly

a fifth of wage variance, allowing for additional factors like measurement er-

ror. AKM’s log additive separability specification imposes the restriction that

two workers who both move from firm j to firm j′ receive the same percent-

age wage increase or decrease, implying that wages do not drive sorting.29

In contrast, theoretical models of sorting, such as the one we estimate, per-

27See Lopes de Melo (2013) for AKM results across various matched employer-employee
datasets.

28For example, see Figures V, VI and VII for additional support of the AKM fit and
specification.

29Residual log wages are specified as the sum of worker fixed effect (αi), firm fixed effect
(ψj) and error, uit. Concretely, residual log wages are written as αi+ψj+uit. To consistently
estimate the fixed effects, workers are assumed to not make any mobility decisions based on
uit. Thus, the linear regression implies that sorting on residual wages are guided by solely
by (αi, ψj)j=1,...,J . However, this specification means that workers experience identical wage
gains (or losses) across firms and thus make identical accept/reject decisions based on wages
alone, ruling out wages guiding sorting.
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mit different workers to experience different wage gains or losses when mov-

ing across firms, inducing sorting between workers and firms.30 We test how

well the data supports this restriction, which also indicates the importance

of non-parametrically estimating wages in place of this prominent parametric

specification to capture significant deviations from log additive separability.

We take no stance on the true data generating process for residual wages

when evaluating the additive separability restriction. We specify a general

process (a dummy variable for each worker-firm match) for residual wages and

test whether this general process satisfies the implications of constant log wage

differentials for colleagues. Previous theoretical critiques argue that the fixed

effects cannot be interpreted as primitives of a structural model. Gautier and

Teulings (2006) argue that environments featuring comparative advantage do

not have a universally “most productive” firm, so we cannot interpret fixed

effects as a meaningful ordering of firms. In Eeckhout and Kircher (2011),

wages are non-monotonic in firm productivity, because workers must compen-

sate firms for the option value of forming more productive matches. In this

setting, firm fixed effects cannot be interpreted structurally as a measure of

productivity. Another strand of critiques takes the specification as correct

but shows that the fixed effects are subject to estimation error and bias due

to limited mobility of workers between firms. For example, Andrews, Gill,

Schank, and Upward (2012) show that the firm fixed effect estimates are noisy

and fixed effect covariance estimates are downwardbiased when workers move

infrequently between plants.

Card, Heining, and Kline (2013) look at average wage changes for movers

going from one wage quartile to another. They find fairly symmetric wage

changes, in that workers moving to a higher quartile tend to receive a wage

increase similar in magnitude to the decrease that workers experience moving

30Shimer (2005) provided an example of in structural model where wages decompose to
separable worker and firm fixed effects, and positive assortative matching still takes place.
However, sorting in this example takes place due to unemployment risk, because the highest
paying jobs are hard to obtain. It is not based on comparative advantage, which is realized
as nonlinearities in the wage function.
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to a lower quartile. They also divide worker and firm fixed effects into deciles

and look at the average residual within these decile cells which they find to

be small. They interpret their findings, along with a high R2, as evidence in

support of the worker-firm fixed effect specification.

We do not assume the fixed effect specification to be correct but instead

turn to the data for direct evidence without using a structural model for resid-

ual wages. We exploit coworker mobility in the data to examine log wage

differentials under the AKM specification. It restricts log wage differences

between workers to be constant across firms. Rather than looking at the av-

erage wages of movers, we first estimate a less restrictive wage equation and

then focus on testing the restrictions with workers who are colleagues at two

firms. This method provides a direct statistical test of additive separability

and directly indicates the presence of complementarities. If workers base their

job mobility decisions on these complementarities, then the restrictions of the

AKM log linear wage specification will fail in a more general setting. For that

reason, we begin with a general specification and test whether restrictions

implied by AKM hold.

We now explain our test. wijt refers to the wages that worker i earns at

firm j at time t. The worker-firm fixed effects model in the empirical literature

specifies log wages (logwijt) as

logwijt = z′itγ +
∑
i

αiDi +
∑
j

ψjDj + uit︸ ︷︷ ︸
residual wages

(10)

where logwijt are log real wages that worker i earns at firm j at time t, zit

are observable characteristics of i at time t with return rates γ, αi is a worker

fixed effect, ψj is a firm or establishment fixed effect, D is an indicator variable

for the observation of i or j, and uit captures everything else. In this piece-

rate wage structure, wage differentials come entirely from worker fixed effect

differentials (αi − α′i) and zero-mean idiosyncratic errors after conditioning

on observables like education and experience and working at the same firm.
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Therefore in expectation, differences in worker fixed effects account for wage

differentials between workers at the same firm. If unobserved worker-firm

complementarities captured in the error term play a role in workers’ decisions

to take jobs, then the correlation between the worker’s new firm fixed effect

and the error term causes worker and firm fixed effects to be inconsistently

estimated.

We use a specification that puts these complementarities in the non-error

component of wages and test how well additive separability fits this more

general wage specification. We begin by specifying log wages more generally

as

logwijt = z′itγ +
∑
i

∑
j

ϕijDij + uit︸ ︷︷ ︸
residual wages

, (11)

where ϕij is the match effect on wages (not to be confused with a match

quality shock which we allow for in the error process) and Dij is an indicator

variable for the match.31 Under the null hypothesis of additive separability,

the difference-in-difference of ϕij is

∆ijϕ ≡ (ϕij − ϕij′)− (ϕi′j − ϕi′,j′) = 0, ∀(i, i′, j, j′) (12)

because the two-way fixed effects model amounts to the linear restriction ϕij =

αi + ψj. We test these linear restrictions individually. We construct ∆ijϕ̂ by

taking all possible difference-in-difference combinations (i, i′, j, j′) observed in

the data.

Then, we construct our test statistic

TSij =
∆ijϕ̂

SE(∆ijϕ̂)
. (13)

To convey the idea of our test, we assume uit is distributed i.i.d. normal and

allow for general, persistent error processes and match quality shocks later.

31The technical identification details are relegated to Appendix C.1.
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This simplification allows us to calculate the standard error of ∆ijϕ̂ as

SE(∆ijϕ̂) =

√
σ̂2
u

(
1

Tij
+

1

Ti′j
+

1

Tij′
+

1

Ti′j′

)
(14)

where Tij is the number of periods worker i workers at firm j and σ̂2
u is the

consistent estimator of σ2
u constructed from the residuals of the match effects

regression. Under the null, TSij is distributed N (0, 1). We fail to reject the

null linear restriction on (i, j) if TSij falls within an acceptance region.

In practice, we do not restrict errors in the data to be i.i.d. normal. We

allow ϕij to include a match quality shock and proceed with both parametric

and subsampling inference. We parameterize the error process as a stationary

AR(1) plus a lognormal match quality and perform our test.32 We also do

two forms of subsampling inference. First, we assume that uit is an arbitrary

stationary process and we make asymptotic inference by using subsampling to

calculate standard errors. Second, we make inference based on an approximate

finite sample distribution of the test statistic to relax the stationarity assump-

tion. We rely on standard subsampling techniques to make robust inference.33

Table 7 contains results for our alternative inference methods under the null

hypothesis.

Every pair of workers i and i′ who are coworkers at firm j and j′ provides

direct evidence on whether wages are additively separable. If wages were in-

deed additively separable as assumed under the null, then we would sometimes

falsely reject additive separability purely due to error. In the data, we find that

the null hypothesis is rejected for a large number of the additive separability

restrictions when match quality shocks are less than 15-20% of wage variance.

For example, we reject at least three to four times as many restrictions using a

5% test than expected if match quality shocks make up 5% of wage variance.34

32The degree of persistence makes no notable difference in our results as shown in Tables
13 to 17 in the Appendices.

33We relegate the technical details for these procedures to Appendix C.2 and C.3.
34Match quality shocks we consider are defined to be 1) fixed over a job spell and 2)

orthogonal to observable characteristics, worker and firm fixed effects, and the error process.
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We present our main results in 7. Table 7 shows that additive separability

fails more often than expected given match quality shocks that make up 5%

of wage variance. Our prior on the wage variance due to match quality shocks

in our dataset is around 2%.35 Hence, we find match quality shocks to be too

small to explain the number of deviations from additive separability that we

observe in the data. Additional results allowing for larger and smaller match

quality shocks and various error processes can be found in Tables 13 to 17.36

Table 7: Failed Additive Separability Restrictions

Parametric Errory Stationary Process Finite Sample

Rejection Region Data Model Data Model Data Model

(1) (2) (3) (4) (5) (6)

1% 8.14% 8.70% 10.51% 28.36% 9.53% 28.36%

5% 16.67% 13.90% 19.76% 35.44% 19.80% 35.44%

10% 23.17% 17.62% 26.37% 42.10% 26.96% 42.10%

Notes: The columns labeled “Data” are produced from data itself. The columns labeled

“Model” are results using the model-simulated data as described in Section 4. The

columns for “Data” represent 1, 225, 892 unique cases of two coworkers moving between

two firms. The number of unique individuals and firms are 11, 120 and 793 respectively.

The columns for “Model” represent 145, 471 unique cases of two coworkers moving

between two firms. The number of unique individuals and firms are 9, 382 and 120

respectively. If all linear restrictions held, a rejection region of X% is expected to contain

X% of realizations of ∆ijϕ. For columns (1) and (2), the parametric error we specify is a

stationary AR(1) process with persistence equal to 0.65. We make asymptotic inference

with an arbitrary stationary error process in columns (3) and (4). Columns (5) and (6)

make finite sample inference using an empirical approximation of the distribution of TSij .

All data cases allow for lognormal zero-mean match quality shocks with a variance equal

to 5% of wage variance. Results allowing for various match quality shock variance

contribution and persistence are shown in Tables 13 to 17.

We interpret our results as evidence for the presence of nonlinearities in

35Details on the origins of our prior can be found in Appendix C.2.
36In a previous version of this paper, we estimated match quality shocks in the error

process. Here, we let match quality shocks vary in the share of wage variance they make up
in order to show that our results are robust to our way of estimating match quality shocks
by clustering workers.
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wages as predicted by theory. In particular, structural models of search and

matching give rise to these non-separabilities through production complemen-

tarities. The model we use replicates log wage non-separabilities found in the

data as shown in Table 7.37 Estimating AKM on model-generated wages which

contain these nonlinearities yields R2 in excess of 0.95. We view our results

as evidence that wages drive sorting between workers and firms in the data as

they do in the model.

7 Conclusion

We estimate a standard search model described and identified in Hagedorn,

Law, and Manovskii (2016) which features sorting between heterogeneous

workers and firms. Wages, and only wages, guide the sorting of workers to

firms in the model. This is consistent with models encountered in much of

the theoretical literature on worker assignment and sorting. We find that the

model fits the data well along key dimensions as it replicates wage means, vari-

ances, mobility rates, and sorting between workers and firms. Residual wages

predicted by the model, together with observable characteristics generate R2

statistics that are comparable to that of standard two-way fixed effects linear

decompositions. These decompositions of log wages use many more degrees of

freedom to obtain the same order of fit that we achieve with a parsimonious

structural model. The use of this model permits a counter-factual analysis

to disentangle the importance of production and search technology on wage

dispersion.

We apply this method to examine the rise in German wage inequality in the

1990s and the 2000s and quantify the extent that changes in production and

37The wage error process simulated in the model consists only of i.i.d. measurement error
(εit). We allow for match quality shocks in the data, but the model does not contains
match quality shocks. Hence, we test whether logwijt = αi +ψj + εit. We reject additively
separability restrictions even when the error process is misspecified as an AR(1) with ρ > 0,
thereby upwardly biasing the standard errors and thus making it more difficult to reject
additive separability.
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search technology are responsible for the rise in residual wage variance. An

important channel through which production technology affects the increase

in wage variance is through the reallocation of workers to firms induced by

changes in wages. Search technology also plays an important role in deter-

mining wage variance through the allocation of workers, despite having little

impact over the periods we consider.

Overall, we find the data to be consistent with theory in which wages guide

the sorting of workers to firms. This finding might appear surprising in light of

the well known fact that two-way fixed effects regressions fit the data extremely

well, and these wage specifications limit the role wages play in sorting. The

fact that our model and fixed effect log wage regressions account equally well

for wages begs the question of which approach is more consistent with the

data. The key difference is that log wages are assumed to be linear in worker

and firm fixed effects in these regressions, while they are nonlinear in the

structural model we use. We design and implement a test to directly detect

the presence of nonlinearities in the wage data. In particular, we compare

wage differentials of two workers observed working at two different firms. We

find that the variability of these wage differentials across firms in the data

is consistent with the structural model but not with the log-linear additive

specification.
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Appendix (For Online Publication)

A Worker-Firm Rankings with Fixed Effects

We show in this Appendix that worker and firm fixed effects can identify the

productivity ranks of workers and firms when the wage function is increasing

(but not necessarily additive separable) in worker and firm productivity types.

This is guaranteed when the underlying match density is uniform. However,

the identification of ranks is not guaranteed when the match density is not

uniform.

A.1 Fixed Effects Identify Productivity Ranks when

Match Density is Uniform

Some context helps. Let i represent the worker identifier that, without loss of

generality, is also the worker’s rank. j is the firm identifier/rank.

Represent log wages as w(i, j) as a draw from a joint probability mass function

with support S = {(i, j)|i = 1, ..., I; j = 1, ..., J} and αi + ψj as a numerical

approximation to w(i, j) where {αi}i=1,...,I and {ψj}j=1,...,J are real numbers.

Denote the number of observations of w(i, j) with nij. Consequently, the

match density at (i, j) is θij =
nij∑
ij nij

. The total squared approximation error

from least squares estimation of α and ψ is

ε∗ = min
{α,ψ}

∑
i

∑
j

θij (w(i, j)− α(i)− ψ(j))2

s.t.

J∑
j=1

ψ(j) = 0

where the last constraint serves to eliminate trivial multiplicity. Note that

θij = 1
I·J ∀ i, j corresponds to a uniform joint probability mass function for
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w(i, j).

Lemma 1

Consider four real numbers. {wL, wH} represent wages where wL < wH .

{αL, αH} represents fixed effects. αL < αH , if and only if

(wL − αL)2 + (wH − αH)2 < (wL − αH)2 + (wH − αL)2.

Proof. Expanding and canceling terms in the expression above yields

0 < (αH − αL)(wH − wL)⇔ αL < αH �

Proposition 1: Ranks are identified when the match density is

uniform.

Suppose w(i, j) is strictly increasing in i and j, but not necessarily additive

separable. If θij = 1
I·J ∀ i, j, then least squares estimates {α∗i }i=1,..,I are

strictly increasing in i.

Proof. Suppose the fixed effects are not increasing in i. Then, there exists

some k such that α∗k > α∗k+1. Let w̃(i, j) denote w(i, j)− ψ∗j . Now

ε∗ · I · J =
∑
j

∑
i

(w̃(i, j)− α∗i )
2

=
∑
j

[(
w̃(1, j)− α∗1

)2

+
(
w̃(2, j)− α∗2

)2

+ ...

+
(
w̃(k, j)− α∗k

)2

+
(
w̃(k + 1, j)− α∗k+1

)2

︸ ︷︷ ︸
w̃(k,j)<w̃(k+1,j), α∗k>α

∗
k+1

+...

+
(
w̃(I − 1, j)− α∗I−1

)2

+
(
w̃(I, j)− α∗I

)2
]
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by Lemma 1

>
∑
j

[(
w̃(1, j)− α∗1

)2

+
(
w̃(2, j)− α∗2

)2

+ ...

+
(
w̃(k, j)− α∗k+1

)2

+
(
w̃(k + 1, j)− α∗k

)2

︸ ︷︷ ︸
α∗k and α∗k+1 are swapped

+...

+
(
w̃(I − 1, j)− α∗I−1

)2

+
(
w̃(I, j)− α∗I

)2
]

which is a contradiction to the assumption that α∗ and ψ∗ being the least

squares solution. The case for j follows immediately.

A.2 Identification Failure under Nonuniform Match

Density

Identification of ranks is not guaranteed when the match density is not uniform,

i.e. when there is sorting. We provide a very simple example where fixed effects

do not identify ranks.

Counterexample. Suppose log wages are w(i, j) = i · j where i ∈ {1, 2, 3}
and j ∈ {1, 2, 3}. Suppose the observed distribution of wage is given by m(i, j)

which is

m(i, j) =



0.5 i = 1, j = 1

0 i = 1, j = 2

0.5 i = 1, j = 3

0.1 i = 2, j = 1

0.5 i = 2, j = 2

0.4 i = 2, j = 3

1 i = 3, j = 1

0 i = 3, j = 2

0 i = 3, j = 2
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Then the least squares estimates of the workers fixed effects are

p(i) =


3.242 i = 1

5.697 i = 2

5.484 i = 3

,

which ranks worker Type 2 as Type 3, and worker Type 3 as Type 2 based

on their fixed effects from smallest to largest. Workers are ranked incorrectly,

because the fixed effects are not increasing in underlying type (i) under this

nonuniform density for w(i, j). The proof which guaranteed identification of

ranks under the uniform match density fails because attaching nonuniform

weights to the objective invalidates Lemma 1.

B Data

This section provides further details on our data and imputation procedures.

We describe the wage trends we observe in our data and the distribution of firm

sizes. We also describe the imputation methods for education and censored

wages.

B.1 Wage Dispersion in Germany

Table 8 shows the rise in wage inequality in West Germany from 1993 to 2007

by the percentile ratios. Conditioning on age, year, and education (residual

wages), we find increasing dispersion in wages as shown in Table 9 within

these age and education groups. Despite being a subset of German wages, our

data exhibits similar wage dispersion patterns seen in Dustmann, Ludsteck,

and Schönberg (2009) and Card, Heining, and Kline (2013). Card, Heining,

and Kline (2013) attribute rising residual wage inequality to increasing worker

and firm heterogeneity from the covariance structure of wages. Dustmann,

Ludsteck, and Schönberg (2009) decompose the rise in inequality due to ob-

servable changes in the workforce composition and the market prices on these
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observables. These observables account for a significant portion of rising wage

dispersion, but still much of it is due to residual wage inequality rising. Ta-

ble 9 shows this rise. The wage gap between the 90th and 10th and the 50th

and 10th percentiles grew over our observation period using worker and firm

fixed effects to model wage residuals. Our sample generally exhibits these

same trends found in Dustmann, Ludsteck, and Schönberg (2009). Overall,

log wage variance grew from 0.196 to 0.312 from the 1990s to 2000s in our

dataset. Residual log wage variance increased from 0.169 to 0.205 over the

same period.

Table 8: Percentile Ratio of Real Daily Logwages

90-10 pctile 90-50 pctile 50-10 pctile

1990s 1.285 1.115 1.152

2000s 1.308 1.119 1.169

Table 9: Percentiles of Residual Daily Logwages

90-10 pctile 90-50 pctile 50-10 pctile

1990s 1.286 1.112 1.156

2000s 1.346 1.110 1.212

Note: These tables illustrate the ratios of the 90-10, 50-10, and 90-50 imputed real
daily log wages (see Appendix B.2) and residual log wage percentiles in 1993 and
2007. The base year is 1995. Regressions control for age-squared, age-cubed and
year all interacted with education. Residuals refer to logwage − z′γ̂ where z′γ̂ are
estimated returns to the control variables.

B.2 Education Imputation

The education variable in the LIAB data comes from establishment reports

to the Social Security Administration. It contains missing entries and incon-

sistencies. For example, education may drop from university to vocational
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schooling in a job spell and go back to university. We impute missing educa-

tion variable using the IP1 imputation procedure developed by Fitzenberger,

Osikominu, and Völter (2006). This procedure assumes establishments never

over-report a worker’s education and thereby forces education to weakly in-

crease over time. This assumption makes use of the fact that the German

social security office requires employers to report the highest education ob-

tained by a worker. Hence, the education record should increase weakly as

workers may acquire more education. IP1 education contains four main cat-

egories: 1) less than secondary education; 2) less than secondary education

with a vocational qualification; 3) secondary education with/without vocation

training; and 4) university or technical degree. We find education missing

10.73% of the observations pre-imputation and 0.01% post-imputation. As in

Dustmann, Ludsteck, and Schönberg (2009), we record missings as the lowest

education level after imputation.

B.3 Wage Imputation

The LIAB only reports wages up to earnings limit for social security contribu-

tions (Klosterhuber, Heining, and Seth, 2013). We find a censoring rate of 9%

among all wage observations in our sample and impute the censored values.

Censoring occurs evenly across the years. Our method is less sensitive to cen-

sored wages because we estimate the model using from out-of-unemployment

wages which exhibit only a 2% censoring rate. First, we convert daily wages

to real daily log wages using the CPI with base year 1995. Second, we fit tobit

models on age-education-year cells to impute the censored upper tail follow-

ing Dustmann, Ludsteck, and Schönberg (2009) and Card, Heining, and Kline

(2013). We include age, job tenure, the fraction of individual wages censored

at all jobs, the mean individual wage, the fraction of censored wages of lifetime

coworkers, the mean of wages of lifetime coworkers, and the fraction of lifetime

coworkers with some college or university education in our censored regression

on log wages. We cannot observe all coworkers at non-survey establishments,
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so we instead use the characteristics of all coworkers observed in a worker’s

lifetime. These variables reflect characteristics of the worker over their lifetime

rather than the establishment at a point in time. Third, we add a normal er-

ror term scaled to the variance of the age-education-year cell from the fitted

value of log wages. This forms the imputed wage. We leave the wage at the

real wage censored limit whenever the imputed value falls below the censored

value. The imputation yields the log wages over the observation period shown

in Table 10.

Table 10: Daily Log Wages (1993−2007)

Mean Variance Min Max

Censored 4.274 0.198 2.302 4.909

Fitted 4.283 0.213 2.302 6.276

Imputed 4.290 0.222 2.302 6.152

Note: Daily log wages are real daily wages computed from the CPI with the base year

1995. The sample contains 383,772 establishments (LIAB and non-LIAB), 889,307

workers, and 6,254,298 observations. Imputed wages add a draw from a normal

distribution (centered at zero with variance equal to the estimated variance of

age-education-year cell) to the fitted log wage.

B.4 Firm Characteristics

In Table 11, we show the establishment size distribution and its relation to

establishment productivity type.38 We observe that higher productivity type

establishments tend to be larger. In Table 12, we show the bargaining status of

each establishment by firm type. The lower type firms tend to lack collective

agreements compared to higher type firms.

38These establishments hire at least 10 workers.
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Table 11: Firm Size Distribution by Type (1993−2007)

Firm Types 1− 10

Firm Size Mean Numbers of Workers Number of Firms

1− 49 15 693

50− 99 73 90

100− 199 141 59

200+ 392 23

Firm Types 11− 20

Firm Size Mean Numbers of Workers Number of Firms

1− 49 24 291

50− 99 72 150

100− 199 140 151

200+ 976 274

Note: This sample includes surveyed LIAB establishments over the 1993-2007 sample

period.
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Table 12: Collective Bargaining Agreement

1990s

Firm Type Sectoral-Level Firm-Level None

1− 2 160 37 123

3− 4 244 29 69

5− 6 197 > 20 31

7− 8 131 > 20 > 20

9− 10 51 > 20 > 20

11− 12 71 > 20 > 20

13− 14 38 > 20 > 20

15− 16 32 > 20 > 20

17− 18 52 > 20 > 20

19− 20 32 > 20 > 20

2000s

Firm Type Sectoral-Level Firm-Level None

1− 2 163 42 181

3− 4 290 51 118

5− 6 163 24 28

7− 8 126 21 21

9− 10 22 > 20 > 20

11− 12 48 > 20 > 20

13− 14 39 > 20 > 20

15− 16 46 > 20 > 20

17− 18 37 > 20 > 20

19− 20 40 > 20 > 20

Note: These sample includes surveyed LIAB establishments over the 1993-2000 and

2001-2007 sample periods, respectively. Due to confidentially restrictions, the number of

firms for observations with less than 20 firms cannot be reported.
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C Testing Additive Separability

In this appendix, we continue from Section 6 and discuss the econometric

issues for identifying match effects. We then explain our parametric inference

and subsampling methods for making asymptotic and finite sample inference

on whether additive separability restrictions hold.

C.1 Identification of Match Effects

The consistent estimation of the match effect (ϕ) in Equation (15) requires

the strict exogeneity assumptions shown in (16).

logwijt = z′itγ +
∑
i

∑
j

ϕijDij + uit (15)

E[zituit] = 0, E[ϕijuit] = 0 ∀i, j, t (16)

Strict exogeneity requires that the regressor be uncorrelated with current,

past and future values of the error term. We make the standard assumption

on the orthogonality of the observable regressors (zit) and the error term (uit).

Similar to Card, Heining, and Kline (2013), we assume a sufficient condition on

the assignment of workers to jobs to ensure orthogonality between the match

effects and error term. Assuming the assignment to a job defined by (i, j) does

not depend on the error term is a sufficient condition for (16) to hold. This

condition is known in the literature as exogenous mobility. ϕij encompasses

any relationship described by (i, j), so workers may sort into jobs based on

anything in this match component. However, they cannot sort into the job

(i, j) based on components in u. The match component may consist of worker

effects (αi), firm effects (ψj), and a match quality shock (ηij) for example. A

match quality shock is an idiosyncratic wage shock realized for a particular

(i, j) match. This shock is often assumed to be orthogonal to person and firm

fixed effects. This condition is not necessary to consistently estimate γ using

an AKM regression nor a match effects regression as Woodcock (2015) notes.
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The exogenous mobility condition for the match effect regression is weaker

than the exogenous mobility condition required for AKM, because workers

may sort based on some match quality shock that enters the match effect in

addition to separable worker and firm effects. Note that exogenous mobility

is only a sufficient condition. If exogenous mobility on worker and firm fixed

effects holds, then match effect identification additionally requires the match

quality shock to be uncorrelated with the rest of the error component. Here,

we understand match quality shocks as idiosyncratic, match-dependent wage

shocks that are orthogonal to other idiosyncratic shocks (uit) like productivity

for example.

Within the additively separable fixed effect regression framework, recent

evidence from Woodcock suggests that omitting match effects biases the es-

timate of returns to observable characteristics (γ). Woodcock adds a match

effect (i.e. a time invariant match quality shock in our terminology) to the

specification with worker and firm fixed effects and shows this bias using US

match employer-employee data. Mittag (2015) finds similar evidence of bias in

γ for the German LIAB dataset we employ. Hence, estimating γ consistently

is a clear advantage of constructing our test based on the match effect rather

than residuals from the AKM regression.

Using the match effects regression raises estimation concerns similar to

AKM. First, idiosyncratic shocks (uit) may induce correlation between the

regressors and past values of the error term. A potential violation to (16)

occurs when uit predicts job transitions or observables like education. For

example, a persistent positive shock to earnings may yield transitions to higher

earning jobs if the shock occurs early in life, allowing a worker to invest in

more education. An education decision based on a past uit induces correlation

between the regressors and past values of the error term, which biases the

match effect and γ estimates. We will also have this same bias spread among

the worker and firm fixed effects in an AKM regression. As Card, Heining,

and Kline (2013) note, decisions that determine current observables based on

past values of the fixed effects will not violate the exogeneity assumption. If
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such shocks to earnings (inducing more education) are due to match effects

components, then the identification assumption will not be violated. However,

if workers move to firm on the basis of unobserved, idiosyncratic productivity

shocks, for example, then this assumption will surely be violated as the fixed

effect(s) will be correlated with the error (i.e. E[ϕijuit] 6= 0 ∀i, j, t).
Second, the match effect regression introduces more multicollinearity than

the more parsimonious worker-firm fixed effect regression. This multicollinear-

ity may make estimation of γ less precise. When a worker moves to a new firm

but acquires more education in between jobs, then the wage increase will be

attributed to both the match effect and the new education value. This occurs

because match effects saturate the regression, making estimating parameters

on observables less precise. Assuming (16), we still lose efficiency in estimat-

ing the coefficients on observables like education when moving from an AKM

regression to a match effect regression. However, we do not consider efficiency

loss in estimating γ to be a concern, because our test relies solely on the con-

sistency of γ̂. Despite the potential for the match effect to absorb most of

the effects on education and experience, consistency of γ̂ in the worker-firm

dimension. Assuming we consistently estimate AKM and the match effect re-

gression, we find that the estimates on returns to education and experience

to be highly correlated (0.94) across the two regressions. In short, the bias-

variance tradeoff between the match effect and AKM estimators for γ appears

to be relatively moderate.

C.2 Parametric Inference

We specify the composite error process (uit) and derive the resulting standard

errors for ∆ijϕ̂ to do parametric inference. Our parametric model for uit

consists of an orthogonal match quality shock ηi,J (i,t) and an exogenous AR(1)

process (εit). J (i, t) denotes the firm of worker i at time t and ρ is the degree
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of persistent in the AR process.

uit = ηi,J (i,t) + εit

εit = ρεi,t−1 + νit

ηi,J (i,t) ∼ i.i.d.N(0, σ2
η) ∀i, j, t

νit ∼ i.i.d.N(0, σ2
ν) ∀i, t

We impose the restriction that ρ < 1, which allows for an arbitrarily persis-

tence process but not an exact unit root process. It can be shown that the

test statistic under H0 (∆ijϕ = 0) is

∆ijϕ̂ = ∆ijx̄
′(γ − γ̂) + ∆ijη +

1

∆tij︸︷︷︸
=Tij−tij

+ 1

Tij∑
s=tij

s∑
k=0

ρkνs−k + ...

+
1

∆ti′j′ + 1

Ti′j′∑
s=ti′j′

s∑
k=0

ρkνs−k,

dropping subscripts for η and x where x̄ is the within match average. Un-

der our parametric assumptions, we have the following distributions for the

components of ∆ijϕ̂

∆ijx̄
′(γ − γ̂) ∼ N(0,∆ijx̄

′V(γ̂)∆ijx̄) (Estimation Error)

∆ijη ∼ N(0, 4σ2
η) (Match Quality Shock)∑

i

∑
j

1

∆tij + 1

Tij∑
s=tij

s∑
k=0

ρkνs−k ∼ N(0,Ω) (AR(1) Error Process)

where Ω = V

[
1

∆tij+1

Tij∑
s=tij

s∑
k=0

ρkνs−k + ...

]
.
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It can also be shown that

V

[
T∑
s=t

s∑
k=0

ρkνs−k

]
= σ2

ν

([
1− ρ∆t+1

1− ρ

]2(
ρ2 − ρ2(t+1)

1− ρ2

)
+

(
1

1− ρ

)2(
1 + ∆t− 2ρ · 1− ρ∆t+1

1− ρ
+ ρ2 · 1− ρ2(∆t+1)

1− ρ2

))

and

cov

(
T1∑
s=t1

s∑
k=0

ρkνs−k,

T2∑
s=t2

s∑
k=0

ρkνs−k

)
=

σ2
ν ·
[(

1− ρ∆t1+1

1− ρ

)
·
(

1− ρ∆t2+1

1− ρ

)
· ρ2 · ρ

t1+t2 − ρt2−t1
1− ρ2

+(
1− ρ∆t2+1

1− ρ

)
·
(

1

1− ρ

)
·
(
ρt2−T1 − ρt2−t1+1

1− ρ
− ρt2−T1+1 − ρ∆t1+(t2−t1)+3

1− ρ2

)]
.

Hence, we have the variance and covariance terms to construct Ω. γ̂ →p γ as

n→∞, thus we obtain the following approximate distribution

∆ijϕ̂|x ≈ N
(
0, 4σ2

η + Ω
)

under H0. Ω depends on (ρ, σ2
v) and the start and end dates of the matches

in the quartet (i, i′, j, j′), so we need (ρ, σ2
v , σ

2
η) to compute the standard error(√

4σ2
η + Ω

)
. In practice, we discretize a grid over ρ and σ2

η over which we

conduct our test, because of the difficulty of obtaining a consistent estimates

of (ρ, σ2
η).

39 We present results for persistency ranging from 0 (i.i.d. errors) to

0.65. The rejection rate does not vary greatly in the degree of persistence, so

our parametric results are robust to persistence in the AR error process. We

discretize the variance of match quality shocks (σ2
η) using a grid of the share

of variance due to match quality shocks. The grid ranges from 0 to 30% of

39See Nickell (1981) for an explanation of the bias in estimating persistency (ρ) by stan-
dard least squares methods. See Woodcock (2015) for an argument on the bias in estimating
σ2
η by standard least squares methods.
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wage variance. Tables 13, 14, and 15 show that the orthogonal match quality

shocks need to be 15 to 20% of wage variance to not reject the null of additive

separability under our parametric specification. This range exceeds our prior

on the share of variance attributable to orthogonal match quality shocks in

our dataset by an order of at least 5.40

Table 13: ∆ijϕ Parametric Rejection Rate at 10% level

ρ\η 0.00 0.05 0.10 0.15 0.20 0.25 0.30

0.00 43.67 23.62 14.72 9.64 6.54 4.56 3.26

0.10 43.03 23.43 14.61 9.57 6.50 4.54 3.24

0.20 42.53 23.28 14.52 9.52 6.46 4.52 3.22

0.30 42.15 23.16 14.45 9.48 6.44 4.50 3.21

0.40 41.88 23.08 14.41 9.45 6.42 4.49 3.21

0.50 41.76 23.06 14.39 9.43 6.41 4.48 3.20

0.65 41.96 23.17 14.46 9.48 6.44 4.50 3.22

Notes: The sample size is 1,225,892 observations, 11,120 workers, and 793 firms. The rows

show rejection rates for different values of ρ. The columns show reject rates for different

values of σ2
η/V ar(logwijt). The match quality shock variance is discretized as a share of

wage variance. The the grid for σ2
η in levels is {0.00, 0.01, 0.02, 0.04, 0.05, 0.06, 0.07}.

40Woodcock (2015) provides estimates of the variance of match quality for the US, which
ranges from 2% in the case of orthogonal match quality shocks to 18% of wage variance
using a mixed effects estimator. The mixed effects estimator assumes worker effects, firm
effects and match quality shocks are random effects and have zero covariance conditional on
the error term and γ̂. No similar estimates exist to our knowledge for Germany on the LIAB
M3 panel, however our estimate in the case of orthogonal match quality shocks is around
2% of wage variance. This estimate is also subject to upward bias as Woodcock shows.
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Table 14: ∆ijϕ Parametric Rejection Rate at 5% level

ρ\η 0.00 0.05 0.10 0.15 0.20 0.25 0.30

0.00 36.96 17.14 9.29 5.41 3.32 2.09 1.34

0.10 36.30 16.95 9.20 5.37 3.30 2.08 1.34

0.20 35.78 16.80 9.12 5.34 3.28 2.07 1.33

0.30 35.38 16.67 9.07 5.30 3.26 2.06 1.33

0.40 35.10 16.58 9.03 5.29 3.25 2.05 1.32

0.50 34.97 16.55 9.02 5.28 3.25 2.05 1.32

0.65 35.21 16.67 9.07 5.31 3.27 2.06 1.33

Notes: See Table 13.

Table 15: ∆ijϕ Parametric Rejection Rate at 1% level

ρ\η 0.00 0.05 0.10 0.15 0.20 0.25 0.30

0.00 26.23 8.50 3.49 1.57 0.76 0.41 0.25

0.10 25.54 8.36 3.45 1.56 0.75 0.41 0.25

0.20 24.99 8.24 3.40 1.54 0.75 0.41 0.25

0.30 24.58 8.15 3.37 1.53 0.75 0.40 0.25

0.40 24.31 8.09 3.35 1.52 0.74 0.40 0.25

0.50 24.20 8.06 3.35 1.52 0.74 0.40 0.25

0.65 24.45 8.14 3.38 1.54 0.75 0.41 0.25

Notes: See Table 13.

C.3 Subsampling Asymptotic and Finite Sample Infer-

ence

Assuming a stationary error process yields the asymptotically pivotal test

statistic

TSij =
∆ijϕ̂

SE(∆ijϕ̂)
→d N(0, 1)

by the Lindenberg-Lévy Central Limit Theorem. This standardized test statis-

tic converges to a standard normal distribution as T →∞. Therefore, we can
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conduct inference using the asymptotic critical values. This inference requires

knowing the error process in order to calculate exact standard errors as was

the case in our parametric inference. We can also make allowances for error

processes more general than the AR(1). We use block subsampling to ob-

tain a finite sample approximation of the standard errors, which is identical

to block bootstrapping using a sample smaller than the original sample. We

also obtain consistent finite sample approximations to the critical values of the

test-statistic (TSij) using block subsampling with replacement.

The subsampling technique mirrors block bootstrapping on a subsample

(Horowitz, 2001). Politis and Romano (1994) provide weak conditions under

which subsampling yields consistent estimates of aspects of the cumulative

distribution function like critical values. These conditions amount to the exis-

tence of a limiting distribution for the appropriately normalized test statistic

under the true model. Consistency requires that T →∞, B →∞, and B
T
→ 0

where B is the number of random subsamples. In our case, a random sub-

sample is a subset of individual histories. The Politis and Romano (1994)

consistency theorem holds for stationary data. Hence, we can consistently

estimate finite distribution critical values for TSij, and we can consistently

estimate the asymptotic standard error of ∆ijϕ assuming only an arbitrary

stationary error process. We use a parametric version of random subsam-

pling with replacement where we block resample the residual to preserve the

correlation structure of the errors.

Our random subsampling procedures draws a subset of individual histories

and resamples residuals using the specification in Equation (15) to obtain ap-

proximate finite sample distributions of {ϕ̂ij} for all available (i, i′, j, j′) quar-

tets in addition to an estimate of SE(∆ijϕ̂). We resample a normal (lognormal

in levels) match quality shock over different variance parameterizations and

resample the stationary error from the residuals of equation (15). We resample

so that each quartet (i, i′, j, j′) appears at least 100 times. The full random

subsampling with replacement procedure goes as described in Politis and Ro-

mano (1994) and Horowitz (2001). In practice, we set B to be 500 worker
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histories. In simulation, we find that the rejection region bounds converge to

their true finite sample rejection bounds within 200 draws for log wages gen-

erated from a model with additively separable worker and fixed fixed effects,

match quality shocks, and a normal i.i.d. error. We use the estimates from

each subsample {{ϕ̂bij}Bb=1}ij to obtain finite sample approximations to the

asymptotic standard error and the distribution of each TSij for every quartet.

We report the main results of this procedure in Section 6, and Tables 16 and

17 report full results. Our subsampling inference yields similar conclusions

as the parametric inference. Orthogonal match quality shocks need to be 15

to 20% of wage variance to not reject the null of additive separability for an

arbitrary error process and lognormal match quality shocks.

Table 16: Rejection Rates using Bootstrapped Standard Errors

η 10% 5% 1%

0.00 41.10 34.27 23.52

0.01 37.03 30.18 19.67

0.02 33.80 26.95 16.69

0.05 26.37 19.76 10.51

0.10 18.45 12.44 5.34

0.15 13.46 8.33 3.02

0.20 9.96 5.66 1.69

0.25 7.47 3.94 0.99

0.30 5.72 2.80 0.60

Notes: The sample size is 1,225,892 observations, 11,120 workers, and 793 firms. The rows

show reject rates for different values of σ2
η/V ar(logwijt. The match quality shock variance

is discretized on a grid as a share of wage variance.
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Table 17: Rejection Rates using Bootstrapped Empirical Distribution

η 10% 5% 1%

0.00 42.60 33.72 17.94

0.01 38.30 29.98 15.69

0.02 34.80 26.81 13.83

0.05 26.96 19.80 9.53

0.10 18.79 12.52 5.00

0.15 13.69 8.41 2.99

0.20 10.09 5.72 1.73

0.25 7.63 4.02 1.05

0.30 5.85 2.89 0.67

Notes: See Table 16.
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