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Abstract

While the United States as a whole saw robust increases nmoato activity over the post-
war period, the economic performance of regions within thentry was highly unequal. In
this paper we document that the regions that fared relgtivekst in terms of wage and em-
ployment growth were those that paid workers the largesevpagmiums in 1950. We use this
evidence to develop a theory of the decline of the “Rust Bi#lg highly-unionized manufac-
turing zone around the Great Lakes. Our theory is that largtampetition in labor markets and
output markets in the Rust Belt was responsible for muchefelyion’s decline. We formalize
the theory in a dynamic general equilibrium model in whichdarctivity growth and regional
employment shares are determined by the extent of conguetittvidence from prominent
Rust Belt industries supports the model’s prediction thaestment and productivity growth
rates were relatively low in the Rust Belt.
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1. Introduction

While the United States as a whole saw robust increases imoetio activity over the postwar
period, the economic performance of regions within the éguwas highly unequal. The region
that arguably fared worst of all is the portion of the Midwastd Northeast known as the “Rust
Belt.” While there is no standard definition of the Rust Bélthas generally come to mean the
heavy manufacturing zone near the Great Lakes that inckities such as Detroit, Cleveland and
Pittsburght The salient characteristic of the region is that, by any d&fm its employment and
wage growth has lagged far behind the rest of the countrneghe end of World War 1.

In this paper we document a new set of facts about the relpév®rmance of U.S. regions, and
the Rust Belt in particular, over the postwar period. We doent that the Metropolitan Statistical
Areas (MSAs) with the lowest relative wage and employmeaowvtin from 1950 to 2000 tended to
be those in which workers were paid the highest wage premiid®50. Furthermore, most of the
MSAs with the highest wage premiums in 1950 and worst sulessggeconomic performance are
located in the Rust Belt. We define a region’s wage premiurtsas/erage hourly wage relative to
what one would expect given its workers’ level of schooling @xperience.

We then use these facts to motivate a theory of the declineeoRust Belt. In short, our theory
is that the Rust Belt declined due to a lack of competitionaimolr markets and output markets
in its most important industries. The prime examples arel seeitomobile and rubber manufac-
turing. The lack of competition in labor markets was clodeii to the behavior of the powerful
labor unions that dominated each of the major Rust Belt itnéhssfor much of the postwar pe-
riod. In output markets, the major Rust Belt industries weaeh run by small set of oligopolists
who, according to numerous sources, actively discouragetpetition for decades after the end
of WWII. We argue that this lack of competition served to aegsrinvestment and productivity
growth, which led to a movement of economic activity out af BRust Belt and into other parts of
the country (notably the “Sun Belt” in the U.S. South.)

We formalize the theory in a dynamic general equilibrium eldd which the extent of compe-
tition determines productivity growth. There a continuufigoods in the economy, with some
fraction produced in the “Rust Belt” and the rest producethm “Sun Belt.” The two regions
differ only in the extent of competition they face. Rust Balbducers must hire workers through
competitive bargaining with a labor union, which demanasdbmpetitive wage per each worker
plus some fraction of the surplus from production. Sun Betidpcers pay only the competi-
tive wage. In output markets, both regions face a competftimge with whom they engage in
Bertrand competition. We assume that Rust Belt producergeeogenously) block the fringe to

LOur definition of the Rust Belt is lllinois, Indiana, MichigaNew York, Ohio, Pennsylvania and Wisconsin.



some extent, while Sun Belt producers cannot. Firms in begions have the ability to undertake
investment which, at a cost, increases the productivityngfv@orkers hired.

The main prediction of the theory is that the lesser the éxdéicompetition in either labor or
output markets in the Rust Belt, the lower its investment jaradiuctivity. We first illustrate this
result qualitatively in a simple static version of the thedWe show there are two effects which
drive the theory’s prediction. The first effect is a “hold upplem” which arises through the
collective bargaining process. Since Rust Belt firms alacmipinvestment costs, but firms and
workers share the surplus generated by the investment,Blisproducers optimally choose to
invest less ex-ante than they otherwise would. The secdadte&omes from differences in output
market competition. The inability of Sun Belt producers todk the competitive fringe gives
producers there a stronger incentive to invest in order $odpe the competition” (as in the work
of Acemoglu and Akcigit2011) andAghion, Bloom, Blundell, Griffith, and Howitf2005, among
others.) This incentive is less prevalent among Rust Bellgpecers, and hence they invest less.

We then embed this simple static framework in a richer dyeanodel in which the productivity
and employment shares in each region evolve endogenousitiove. Because goods are gross
substitutes, employment and output tend to move to the methiat has the highest productivity
growth, as in the model dfigai and Pissaride@007). We discipline the extent of competition
in the model using our measures of wage premiums and estmétine markups in key Rust
Belt industries from 1950 to 2000. We then compute the megekdictions for the share of total
employment in the Rust Belt and compare it to the data. We hiatlthe model predicts roughly
one halfthe decline found in the data.

We conclude by presenting several types of evidence supgadhie theory’s prediction that invest-
ment and productivity growth rates were relatively low ie Rust Belt. First, we show that direct
measures of TFP growth in prominent Rust Belt industrieseu@wer than those of the rest of the
economy. Second, we present estimates of technology adagaties by country showing that the
Rust Belt producers tended to lag behind their counterparEirope and Asia for much of the
postwar period. Finally, we cite historical studies of RBstt industries which argue directly that
investment and productivity growth were far lower than theuld have been.

Our paper relates closely to a recent and growing literdinkéng competition and productivity.
As Holmes and Schmit2010, Syverson(2011) and Schmitz(2012 argue, there is now a sub-
stantial body of evidence linking greater competition tghar productivity. As one prominent
example,Schmitz(2005 shows that in the U.S. Iron Ore industry there were dramatfarove-
ments in productivity following an increase in competitpreessure in the early 1980s, largely
due to efficiency gains made by incumbent producers. SilpilBfoom, Draca, and Van Reenan
(2011 provide evidence that European firms most exposed to trade€hina in recent years were
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those that innovated more and saw larger increases in paitycPavenik(2002 documents that

after the 1980s trade liberalization in Chile, the prodadacing new import competition saw the
largest gains in productivity, in part because of efficiemprovements by existing producers. A
common theme with these papers and ours is that competédhced rents to firms and workers
and forced them to improve productivity. Along these liras, work also relates closely to that of
Cole and Ohania(2004), who argue that policies that encouraged non-compebmvior in the

industrial sector during the Great Depression depressgeggte economic activity even further.

From a modeling perspective, our work builds on severalnmestudies in which model firms
innovate in order to “escape the competition,” such as imtbik of Acemoglu and Akcigit2017)
and Aghion, Bloom, Blundell, Griffith, and Howit{2005. The common theme is that greater
competition in output markets encourages incumbent firmsrtovate more in order to maintain
a productivity advantage over potential entrants. Our rhatd® relates to those d¢farente and
Prescot(1999 andHerrendorf and Teixeiré2011), in which monopoly rights reduce productivity
by encouraging incumbent producers from blocking new petdity-enhancing technologies.

Our paper also complements the literature on the macroetsicrmnsequences of unionization.
The paper most related to ours in this literature is thai@imes(1998, who uses geographic ev-
idence from along state borders to show that state poliassihg labor unions greatly depressed
manufacturing productivity over the postwar period. Ourkvalso resembles that daschereau-
Dumouchel2012, who argues that even the threat of unionization can caniseinionized firms
to distort their decisions so as to prevent unions from fagnand that oBridgman(2011) who
argues that a union may rationally prefer inefficient prdstucmethods so long as competition is
sufficiently weal@

To the best of our knowledge we are the first to explore thegbmmpetition in understanding
the Rust Belt’'s decline. Our work contrasts with thatYofon (2012, who argues that the Rust
Belt’s decline was due (in part) to rapid technological cf@m manufacturing, an@laeser and
Ponzettq2007), who argue that the declines in transportation costs ertte Rust Belt's natural
advantage in shipping goods via waterways. Our paper afserslirom the work ofBlanchard
and Katz(1992 andFeyrer, Sacerdote, and Stg@007), who study the long-term consequences
of the Rust Belt's decline in employment (rather than the t@uses of the decline.) Our model

2While our model takes the extent of competition in labor negskunionization) as exogenous, several recent
studies have modeled and the determinants of unionizatitimei United States over the last centubjnlersoz and
Greenwood2012 argue that the rise of unions can be explained by technzdbghange biased toward the unskilled,
which increased the benefits of their forming a union, whike later fall of unions can be explained by technological
change biased toward machines. Relatefibikgoz and KaymaK2012) argue that the fall of unionization was due
instead to the rising skill premium, caused (perhaps) bi-skised technological change. A common theme in these
papers, as in the work ofaschereau-Dumouch&012), is the link between inequality and unionization, and the
union’s role in reducing inequality, which is absent frore thurrent paper.



is consistent with their finding that employment lossesanstl by Rust Belt industries led to
population outflows rather than persistent increases impi@yment rates.

2. Empirical Findings

In this section we describe our empirical finding that regiwith the worst relative performance
in wage and employment growth from 1950 to 2000 were thogdfikanighest wage premiums in
1950.

2.1. Census Micro Data

We begin with the description of our data used for our catoutes. Our basic data are the decadal
United States Censuses of 1950 through 2000 availableghrthe Integrated Public Use Mi-
crodata Series (IPUMS). For each census we draw on either arl® sample of individuals
(depending on availability) of the entire U.S. populatidrhe data allow us to compute, among
other things, the age and education level of every indiMiduéne sample, plus labor earnings and
hours worked for all employed individuals. We also know theustry of employment all workers,
and whether or not they are self employed.

Crucially, the data also report where each individual livese unit of geography which we employ
throughout the paper is the Metropolitan Statistical AMd&A), which corresponds roughly to a
city plus its surrounding suburbs. We report MSA-levelistats for all MSAs in the country that
are above a certain size threshold, usually around 100,800i@, as place for residence for those
in smaller MSAs or rural areas are excluded for confideyiaéiasons. We also focus attention to
3-digit MSAs as defined by IPUMS, as these have changed defimilatively infrequently over
time (unlike the 4-digit MSAs.)

In our main analysis we restrict the sample of individualéodlews. First, we take only workers
who report being primarily wage earners, as opposed to thesployed. Second, we take only
private sector workers. Third, we take only males that workeleast 1,500 hours in the previous
year. The reason for these restrictions are to limit posdiidises in our measurement of wage
premiums, as well as to keep our sample similar as standgydsasble. We note that our results
carry over to alternative sample restrictions, and dissosse of these in detail below.

2.2. Decline of the Rust Belt

Our baseline definition of the Rust Belt throughout the pagpéne region encompassing lllinois,
Indiana, Michigan, New York, Ohio, Pennsylvania and Wission Figurel plots the Rust Belt’s
share of total employment (solid black line) and share of mfecturing employment (dashed red
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Figure 1: The Rust Belt's Employment Share and Manufacgumployment Share

line). The solid line shows that the Rust Belt's share of aggte economic activity fell dramati-
cally. In 1950, the Rust Belt employed about 44% of all woskierthe United States, and by 2000
this share had fallen to around 28%.

Figure 1 also suggests that the decline of the Rust Belt is not a sistpley about structural
change. That is, the Rust Belt’s decline was not simply beedle U.S.’s manufacturing sector
declined, and the Rust Belt happened to be manufacturiegsite. The dashed red line in Figure
1 shows that the Rust Belt's share of employment decleezh within the manufacturing sector
In 1950, just over half of manufacturing employment was tedan the Rust Belt, but by 2000 this
share was down to just over one third. Figéd, in the Appendix, shows that in absolute levels,
manufacturing employment in the Rust Belt declined sligbtter this period (by around 10%.)
In contrast, manufacturing employment in the United Stateduding the Rust Belt increased
dramatically, by over 80% from 1950 to 2000. What was happggrthese figures suggest, is that
manufacturing employment was moving from the Rust Belt s@where in the country.



2.3. Measure of Wage Premiums

We construct our measures of wage premiums as follows. Asaimyrstandard macroeconomic
models, we assume that under competition, a worker’s wagealgtbe proportionally to their
human capital. Following the tradition of Mincer, we assuimat a worker’'s human capital is a
function their schooling and potential work experience. Mfgd on these assumptions by letting a
worker's wage depend on where they live, with some regiofesiaf) a larger payment per unit of
human capital than others. In particular, we assume thdbthieourly wage of worker in region
mis
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whereSCHOOI;,, andEXPER m, represent years of schooling and potential experieDggs a
dummy for residing in regiom, andg; i, is an error term. The coefficients and 3; through34
capture the returns to schooling and experience whilgggheerms capture the “premium” that a
worker earns for living in regiom controlling for schooling and experience.

We estimatel) using the IPUMS micro data (from 1950), and take thgerms as our measure of
wage premiums by MSA. We emphasize that these measuresstitbdeght of as suggestive due
to the crude way in which they are calculated. One limitafmrexample is that other potentially
important MSA-level characteristics are omitted from tbgression, such as cost-of-living indices.
Another limitation is that schooling and potential exprde themselves are imperfect proxies
for human capital. Nevertheless, we argue that these wagaipm measures are still useful
in describing and understanding regional differences anemic performance over the post-war
period.

2.4. Wage Premiums and Growth in Employment and Wages

We now document our main empirical finding, which is thatestthat experienced the lowest
employment and wage growth from 1950 to 2000 tended to havéitthest wage premiums in
1950. Figure2 shows the wage premium in 1950 (normalized to 0) plottedreg&ine annualized
growth in employment from 1950 to 2000. Rust Belt MSAs areldiged in red, while the rest
are black. As can be seen in the figure, there is a negativelatan between the two variables,
with regions with the highest premiums in 1950 tending toehténe worst subsequent employment
growth. The correlation coefficient is -0.44, and is siguificat well below the 1% level.

Figure 3 shows the wage premium plotted against annualized wagetlyrfoam 1950 to 2000.
Rust Belt MSAs are again displayed in red. The relationshigegative here too, and even stronger
than the one between the premiums and employment growthcdinelation coefficient is -0.60
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Figure 2: Wage Premiums and Employment Growth across MSAs

and significant at well below the 1% level. Tal#el (in the Appendix) shows that the negative
relationships between the wage premiums and both wage lgramd employment growth are

robust when looking at full-time workers of both sexes onvadrkers of both sexes. In addition,

we find that the relationship holds when looking at growthverage household income or median
household income.

Which are the regions on either end of the spectrum? Amonyithas with high wage premi-
ums are South Bend, IN (SOB), Detroit, Ml (DET), Jackson, MC§), Chicago-Gary-Lake, IL
(CHI), Pittsburgh, PA (PIT), Youngstown-Warren, OH (WARhd Flint, MI (FLI). Each of these
MSAs was home in 1950 to a major manufacturing center in thenaobile or steel industries.
Among those with low wage premiums are Orlando, FL (ORL), thysTX (AUS), Phoenix,
AZ (PHX), Raleigh-Durham, NC (RAL) and Greensboro-Winsg&alem-High Point, NC (GRB).

3See e.gVlasic (2011 or Ingrassig2011) on auto manufacturing, arfffany (1988 or Crandall(1981) on steel.
South Bend, Detroit, Jackson and Flint were major auto predy; Pittsburgh, Youngstown-Warren and Chicago-
Gary-Lake were steelmaking centers.
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Figure 3: Wage Premiums and Wage Growth across MSAs

These MSAs have all been referred to as being part of the “Salti By Blanchard and Katz
(1992, among others).

3. Lack of Competition in the Rust Belt

In this section we argue that a very likely interpretationttod large wage premiums found in
the Rust Belt region is a lack of competition in labor markeige then argue that the lack of
competition in the Rust Belt was more general, and likelygeed to output markets as well.

3.1. Lack of Competition in Labor Markets

Thus far we have not provided any economic interpretationttie observed wage premiums.
A high wage premium could in principle reflect that the regioworkers are simply positively

selected on unobserved characteristics that are valuapteduction. Instead, we ask whether the
premiums reflect a non-competitive labor market, at leastHose cities with the highest wage



premiums. The interpretation we consider is that non-cditingelabor markets lead workers to
earn wages in excess of their marginal products.

The prime piece of information supporting the view that treasured wage premiums reflect rents
earned by the workers is that most of the MSAs with high wagenmums were highly unionized
(Goldfield 1987. The United States as a whole was highly unionized rigteraffWIl, and the
best available disaggregated evidence (from the stagt-lgnonization database éfirsch and
Macpherson2003) suggests that the Rust Belt was much more unionized thamett of the
country (see Figurda.2.)

Two industries, steel and automobiles, and two unions, thited Steelworkers (USW) and United
Auto Workers (UAW), dominated the majority of these citi@$e highest concentration of auto
workers were Flint and Detroit, with 52% and 29% of all woskér these regions employed in
automobile manufacturing. South Bend, Toledo, OH (TOL) &atine, WI (RAC) were also
major automobile producing regions. As for steel, 27% ar bf all workers in Youngstown-
Warren and Pittsburgh were steel workers, respectivelkimgahese two cities two of the most
steel intensive regions in the country in 1950. The Chic@goy-Lake MSA was also a major
steel center, with most of the steel mills located in Ghry.

There is ample direct evidence that unions such as the Usteslworkers and United Auto Work-
ers were able to extract large wage premiums for their werkegrassig2011) andVlasic(2011J)
document that the UAW extracted larger and larger wagegflieiand other controls over produc-
tion from the "Big Three” of Ford, General Motors and Chrydiem WWII through the 1970s.
By 1973, a UAW worker could earn “princely sums” working omguction or other union-created
jobs, such as serving on the plant recreation committeettardretire with full benefits as early
as age 48lfgrassia2011, pp. 46, 56).Tiffany (1988 states that in 1959, average hourly earnings
for steel workers were more than 40% than the all-manufaxguaverage in the United States (p.
178.P

One potential alternative theory of the wage premiums irRust Belt is that workers there were
of higher than average ability. This could be the case, $tglented workers in the 1950s tended
to be attracted disproportionately to the Rust Belt reglmeause labor markets there were strong

40Other MSAs with high wage premiums were not involved pritydri steel or autos, but in other types of manu-
facturing. For example, Akron, OH (AKR) was once known as“fRebber Capital of the World,” with all four major
U.S. rubber manufacturers at the time located there (e.gd@ar, Firestone, U.S. Rubber and Goodrich.) Virtually
all rubber workers were organized into the United Rubberk&is union French 1991), which later became part of
the USW. As another example, Terre Haute, IN (TER) was a sivaranufacturing center in 1950, with substantial
employment in industries such as steel and meat packinga @osverful union presence, including from the United
Auto Workers Goldfield 1987).

SMore generally, there is a long literature documentingtdizanion wage premiums in the United StatB&ach-
flower and Bryson2004).



at the time. According to this theory, the interpretatiorited above-average wages as premiums
is erroneous, and instead the higher than average wagesddayrworkers in this region simply
reflected their higher productivity.

One piece of evidence against this hypothesis is that werkemdustries common in the Rust
Belt tended to suffer some of the largest wage losses in peteans after a (plausibly) exogenous
displacement, compared to workers in other industi@arington and Zamari994 Jacobson,
Lalonde, and Sullivan1993. Carrington and Zama(iL994 find that displaced workers in the
typical industry lost about 10% of their pre-displacemeige when moving to a new job. In
contrast, workers in the “primary metal manufacturing”ustty lost around 26% of their wages,
and workers in “transport equipment manufacturing” andlrer and plastics manufacturing” lost
around 20%. This evidence is more consistent with the hygsiithat these workers were earn-
ing wage premiums than with the hypothesis that these werkere disproportionately the most
productive workers.

3.2. Lack of Competition in Output Markets

In many major industries in the Rust Belt, production was ohated by just a few firms for
most of the postwar period. The largest three steel producér.S. Steel, Bethlehem Steel, and
National Steel — had at least half the U.S.’s total steel cigpérom the end of WWII through
1980 Crandall 1981 Tiffany, 1988. The three largest car industries — Ford, General Motads an
Chrysler — accounted for 90% of automobile sales in the dritates in 1958, and the majority of
the domestic market for several decades afterwdmdggssia2011, p. 28). A similar dominance
pertained to the four largest rubber tire producers, whodtddast 90% of the market in every
year from 1950 to 1970Hrench 19917).

Furthermore, there is evidence that the few producers in e&ihe important Rust Belt industries
behaved non-competitivelyAdams and BrocK1995 p. 94) describe the big Steel producers
as having had “virtually unchallenged control of a contireize market,” which led to a “well-
honed system of price leadership and follower-ship” (witfs USteel as the leader.) Similarly,
Ingrassig2011 p. 29) describes the automobile industry as being a “mddsrporate oligopoly”
throughout the 1950s, 1960s and 1970s, with General Motaying the role of the price lead®r.

Both steel and autos, as well as rubber, were accused orptauticasions of explicit collusion.
In 1959, the Federal Trade Commission (FTC) charged fiftebhar manufacturers with agreeing

6Adams and Brock1995 p. 78) write that “the prices adopted by the Big Three [autmuofacturers] appear at
times to represent the outcome of a tacit bargain arriveldratigh a delicate process of communication and signal-
ing.... Once they have revealed their hands to one anolieerttiey announce their final prices, which, not surprigingl
tend to be quite similar.”
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on common list prices and discounting polidyrénch 1991).7 Tiffany (1988 describes several

similar instances in Steel, and on several occasions marageat the big steel firms were called
in front of congress to explain their lack of competition iricging® In the auto industry, the

U.S. Justice Department charged Ford and GM with collusiwh @harged the Big Three with

conspiring to eliminate competitiod@ams and Brock1995 p. 87).

One common theme in these prominent Rust Belt industridgisthe threat of competition from
abroad or new domestic entrants was minimal after the end\WiIWand set in only gradually.
In 1945 the U.S. produced two thirds of the world’s steel aocbanted for half of world steel
exports Tiffany, 1988 pp. 117-120). The U.S. auto and rubber industries had ailyitlomi-
nant positions, and estimates suggest that it wasn't tn@ill©®70s when foreign competitors had
productivity levels that rivaled those of the United Statéseberman and Johnsqi999, for
example, estimate that steel productivity in Japan waswb#iat of the U.S. until the mid 1970s
(and similar or higher afterwards; see Figure 2, p.L.8berman, Lau, and Williamg 990 find a
similar pattern for automobiles (see Figure 1, p. 1205.)

4. Simple M odedl

In this section we present a simple model which illustrakesrhain components of the theory.
The model links the extent of competition in labor and outpatrkets to investment and hence
productivity growth. The model predicts that less compmtitin either market leads to lower
productivity growth.

4.1. Environment

There is a stand-in household who has linear utility in arreggte consumption good. The con-
sumption good is produced using the constant-elastidigubstitution (CES) production function

Y= (/olqm%di)z @

"The FTC claimed that the rubber manufacturers had reviveddbperative policies granted to them in the 1930s
by the National Industrial Recovery Act (which was laterlawed). The manufacturers agreed to “cease and desist”
without admitting any wrongdoing. Ségench(1991, p. 95).

8For example, in 1957 the Senate’s antitrust committee tijraccused the steel industry of anticompetitive pricing
behavior, and called industry leaders to testify for sixsddg a telling exchange between Senator Estes Kefauver and
U.S. Steel chairman Roger Blough, Kefauver asked why alhthg@r steel companies had the same price. Blough
responded: “...if we offer to sell steel to a customer at t@es price as a competitor offers to sell to the customer,
that is very definitely a competitive price.” According Tiffany (1988, Kefauver and the rest of committee were
thoroughly unconvinced, yet no punishment was ever sowglarfy steel producer.
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over a variety of goods indexed lbyor i € [0,1]. The household has measure one of labor units
that it supplies to the labor market inelastically. All hebisld income is then spent purchasing the
various goods. Goodsc [0, %) are produced in the “Rust Belt,” and godds [%, 1] are produced

in the “Sun Belt.” These two regions differ in the nature adittcompetition in labor markets and
output markets (as described below). Each goaproduced by an industry that has a single
“leader” producer and, in the Sun Belt region, a competifivege.

Time is divided into two stages. In the first stage, each lefide enters with productivity and
chooses how much investmenti), to undergo. One can think afas “technology capital, using
the language dfcGrattan and Presco2010, which they define as the “accumulated know-how
from investments in R&D, brands and organizations,” &fi¢las the investments themselves. The
investments can be made at cG¢x), whereC(-) is strictly convex and is such th&t0) = 0. After
investment, the leader’s productivity beconzés+ x(i)), and their production function becomes

y(i) = Z1+x(D)]e() ®3)

wherey(i) and/(i) represent the leader’s output and labor input.

In the second stage, firms decide how much labor to hire and price to charge, given their
production functiond). In the Sun Belt, leader firms must Bertrand compete witlctirapetitive
fringe. In the Rust Belt, we assume the leader firms get tocklohe fringe from operating.
Thus, in the Sun Belt, leader firms pick the optimal price nigkinto consideration the fringe.
In the Rust Belt, on the other hand, leaders face no competnd set an optimal monopolist’
markup.

The labor market in the Rust Belt is dominated by a singlerdalmon that is the sole supplier

of labor services. In order to produce any output, Rust Betifimust not only pay each worker
hired the competitive wage (normalized to one), but musi pksy a fraction of their surplus to

the labor union. The fraction of the surplus paid to the ungdetermined in Nash Bargaining,
with the union’s bargaining weight given Iy, The labor market in the Sun Belt is competitive, in
contrast, and each worker earns just the competitive wage.

4.2. Sun Belt Producer’s Problem

In the Sun Belt, the first-stage (investment) problem of poedi is given by

Ns(i) = max{ fis(xs(i)) — Clxs(i) } (4)

xs(i)

%In the dynamic model to follow we allow the extent of blockilegoe a continuous variable.
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whereTis(Xs(i)) represents thquasi-rentsearned in the second stage. The second-stage problem
is to pick prices and labor input to maximize these quasetent

Telxs(i)) = max {psli)ysli) ~ £s(i) | ©)

subject to
ys(i) = Z[1+xs(i))¢s(i), and
ys(i) =1-P-[ps(i)] %, 6)

where equation€) is the standard demand function under CES preferencesables! and P
represent the (endogenous) total spending on all goodseblgdhisehold and the aggregate price
index, and are given by:

NI

= | pr)ar(i dl+/ ps(i)gs(i)di and

0
Pr(i) 1dl+/ ps(i) 1dl}

°=1

Since Sun Belt leaders must Bertrand compete with the cotiweefringe, it follows that they
limit price the fringe, charging a price k(i) = 1/2.1°

Nl

-1

To understand better how the Sun Belt producers operateugeful to rewrite their first-stage
problem after incorporating the optimal limit-pricing keetor. It is

Ms(i) = max{ xs(i)(s(x(i)) — Cxs(i)) | (7)
xs(i)
where/5(x(i)) = | -P-z[1+xs(i)] . One can then see how investment is key to earning any

profits at all; if the leader doesn't invest, she cannot pbemw the fringe, and hence earns no
profits. Thus, the Sun Belt leaders rationale for investinthée escape-the-competition effects of
e.g.Acemoglu and Akcigi{2011) andAghion, Bloom, Blundell, Griffith, and Howitf2005.

4.3. Rust Belt Producer’s Problem

The Rust Belt producers’ problem differs from the Sun Bedidurcers’ problem in two ways. First,
in output markets, the Rust Belt gets to block the competitimge and set a standard monopolist
markup. Second, in labor markets, the Rust Belt must hirerlgirough a union with collective

10/ investment among Sun Belt producers is sufficiently higrequilibrium, specifically ifxs(i) > 1, then Sun
Belt producers choose a standard monopolistic markup. Jgoositional purposes we focus here on the case where
Xs(i) <1.

13



bargaining rights. The union supplies labor in exchangeHercompetitive wage plus a share of
the producers’ profits.

4.3.1. Collective Bargaining

Consider first the second-stage problem, once the investheeisionxg(i) has been decide. The
guasi-rents of firm are

ROw(0) = max {pr(i)ye(i) —(r(i)} where ®)
Yr(i) = Z[1+xr(i)]¢(i), and
YR(i) =1-P-[pr(i)] > ©)

These quasi-rents are defined identically to those of theB&ltrproducers. The difference is that
Rust Belt firms must bargain with the union over theplusearned after subtracting investment
costs from the quasi-rents. Formally, we write this surjlsis

S(xR(i)) = TR(XR(i)) —C(Xr(i))- (10)

We assume that the union and each producer split the suratosding to Nash Bargaining, with
the unions’ bargaining weight representedfy [0, 1]. Since the firms’ investment is sunk, there
is a key asymmetry between the bargaining position of thedinchunion. Specifically, the outside
option of the firm (i.e. the firm’s profits assuming no prodaottakes place) i&C(xR(i)). The
outside option of the union, on the other hand, is to simplypbulabor competitively, in which
case they earn zero: they earn none of the surplus but bearafidime costs of investment either.

Let O(xg(i)) be the share of the surplus going to the union as a functiog(®f. Then the Nash
Bargaining solution satisfies:

A

G(XR(i)):argnz)ax{[(1—6)-S(xR(i))-i-C(xR(i),zR,zs)] -[e-S(XR(m]B}, (11)

and one can show that the solution is:

A

. CxR(i
B0R(1)) = B 1+ 501G 42

Equation {2) illustrates how the union’s share of the surplus dependtherfirms’ investment.
Only in the event that investment is zero do the workers enditipa share of the surplus equal to
their bargaining weighg. As long as there is any investment, workers end up with a dhayer
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thanp.

This result arises because the bargaining problem is aegsentiahold-up problem.Since the
investment decision cannot be reversed once it has been, th@deorkers can hold up the firm
and extract a larger share of the surplus ex-pbstle now turn to the optimal innovation decision
of the firm, and show how this hold-up problem affects invesitdecisions ex-ante.

4.3.2. Investment and Production

Now consider the profit maximization problem of the Rust Betiducer. Given the bargaining
solution above, the problem becomes:

Mr(i) = max{ [1- 80w(1))] - SOw(i)) | (13)

(1)
subject to 9). In other words, firms pick investment to maximize theirrghaf the surplus.

One key difference from the Sun Belt producers is that Rufit@Beducers keep only a fraction
6(xgr(i)) of any surplus. The second key difference is that Rust Beltipeers do not face a
competitive fringe and simply choose their optimal pri@kiihg prices of the other goods as given.)
As is standard, these firms choose a price which gives themrmstaret markup (in this case of
100%) over marginal cost:

pr(i) = 2(Z1+xx(i)]) L. (14)

It is useful to re-write the Rust Belt producer’s first-stdgeestment) problem incorporating their
optimal price as

Nr(i) =max{[1- 8(xx(i))] - [tr(i) —C (xa(1))]} (15)

(1)
subject tolr(x(i)) = I - P- Z[1+xr(i)] L. Here, the firm earns a constaxz(i)) units of output
per unit of labor input hired, reflecting the constant markwpr marginal cost charged by the
Rust Belt firm. Unlike the Sun Belt's equivalent problem ), (the escape competition effect is
absent. The Rust Belt firms’ rationale for innovation is thatore efficient production technology
increases demand for their variety.

Lyvan Reener(1996 provides evidence that workers do in fact capture someestirplus from innovations by
their firms. Using a rich panel of firms of the United Kingdore,$hows firms that innovate tend to pay higher wages
with a lag of roughly three years after innovating. He este@aahat workers in innovating firms capture on average
20% to 30% of the quasi-rents generating from innovating.
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4.4. Optimal Investment in Equilibrium

An equilibrium of the economy is a set of quantities and ®ech that households and producers
solve their problems taking prices (other than their owngiasn, all firms in each region choose
the same prices and quantities, and markets clear. We witl trei index for equilibrium objects
for convenience, and to distinguish equilibrium quangitigth the choice variables of a single
producer. One can show that the following is true in equilir.

Proposition 1 Equilibrium investment is lower in the Rust Belt region.

The proof is in the Appendix. To gain some intuition for theuk, consider first the case when
parameters are such tha > 1. One can think of this as being the case when investmerd cost
are “sufficiently low.” In this case, the Sun Belt producers ao much more productive than
the competitive fringe that they choose to set a standardopawy markup, just like Rust Belt
producerg? One can combine the firms’ first order conditions to show tipsinaal investment in
equilibrium must satisfy the following equation:

C'(xw) = (1-B) C'(xs). (16)

It follows therefore thakg < xs, sincef3 > 0 andC(-) is convex. Here, the difference in innovation
results only from the fact that labor manages to extract@itra of the surplus (positively related

to ) from Rust Belt producers. Absent this non-competitivedwadr in labor markets, i.e. when

B = 0, investment is identical in the two regions.

Consider next the case when parameters are suclkghatl. One can think of this as the case
when investment costs are sufficiently high. Now Sun Beltpoers limit price the competitive
fringe, while Rust Belt firms choose the standard monopoiatkup. In addition, Rust Belt firms
still must bargain with labor over the surplus. Combining tinms’ first order conditions this time
yields:

2
) = (1-p) (1) o a7)

In this case it also must be true that < xs. There are now two reasons for the difference in

equilibrium investment. As before, the-13 term arises from the fact that the Rust Belt firms get

2
to keep less than the total proceeds from investment. Intiaddihe <#> term arises from

the differences in output market competition, and this tesess than one as long as< 1 in

?Bernard, Eaton, and Jens@®03 have a similar result, where the most productive produitieeesets a standard
monopolist markup if it is much more productive than othem§y or limit prices the second most productive if the
two have more similar productivty levels.
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equilibrium, which is true if and only if the Sun Belt firms aetually limit pricing in equilibrium.
If so, Rust Belt firms get to charge a higher markup even wheowating relatively less, while
Sun Belt firms innovate more to escape the competition.

5. Dynamic Model

We now embed the main features of the simple static modelanicher dynamic model, that
can be used for quantitative counterfactual experimentse model differs mainly in that firm
productivity and employment by region evolve endogenoasbr time.

5.1. Environment

There is a stand-in household whose preferences are given by
u=yY d'c (18)
2

whered is the discount factor an@; is consumption of an aggregate consumption good. The
resource constraint is th@& < Y;, whereY; is production of the aggregate good. The aggregate
good is produced using the CES production function

Y= (Alq(i)“aldi)‘fl (19)

where the substitution elasticity between any pair of goodghe economy iso. We assume
that o > 1, which implies that goods are gross substitutes. As bgfmaeh good is produced
by a competitive monopolist located in one of two regiong Rust Belt or the Sun Belt. The
exogenous measure of Rust Belt goods is (0, 1), while the measure of goods in the Sun Belt is
1—A. Just as in the simple benchmark the production of each gespdres a single input, labor,
and the wage is normalized to unity each period.

Each period is divided into two stages. In the first stagefithes decide how much investment to
undertake. We assume that the cost function for investmsent i

sz*l

C(x},Zj) =x!
(le J) X])\zgil—l—(l—A)Zgil

(20)

forZ; = (zj,%;,Z-j), y>1,c>0andj € {R S}. One desirable property of this cost function is that
investment costs are increasing and convex iMoreover, the further the firm lags the “average”
productivity level in the economy the cheaper it is to upgrtite current technologg. A second
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desirable property, as we show later, is that this cost fanatelivers balanced growth when the
the imperfections in labor and output markets are shut down.

The extent of competition is governed by two parameters g@aciod, denoteg; and i, with

B € [0,1] and s € [0, 1] for all t. Parametef; represents the bargaining power of the workers in
the Rust Belt at time, with higher3; meaning more bargaining power for workers. Parameter
Lk governs the extent of “monopoly power” in the Rust Belt &xplained below), with higher

i representing more monopoly power. We assume that the cterg#guence of 3, 1k };- , are
known with certainty to all agents in the model.

Both regions face a competitive fringe each period. In the Belt, the fringe enters with pro-
ductivity @zs, wherezs is the initial productivity among Sun Belt producers, andapaeterg > 0
governs how effectively the fringe catches up to the leadmrsfieach period. In the Rust Belt, the
fringe begins the second stage with productiigs(1 — 1k). The parameteu captures the ease
with which incumbents can block entry by potential challersg One can think of this as arising
from policies which protect incumbent producers, such aphasized byParente and Prescott
(1999 andHerrendorf and Teixeiré2017).

5.2. Static Firm Problem

The firms’ static profit maximization problem is similar toetlone laid out in the simple static

model of the previous section. Still, we spell it out comelgthere for clarity. In the first stage,

the firm decides how much to invest. In the second stage, tine filecides what price to set and
how much labor to hire in order to maximize their quasi-re@igarly, forward-looking producers

anticipate the quasi-rents in stage two associated withgargn investment decision. So let us
describe the firm’s problem starting with stage two.

Consider a Sun Belt firm who enters the period with produistizé and has chosen investment
levelxs. Assume that all the other Sun Belt firms have productizdtsrid have chosen investment
Xs, which could be equal tes andxs (and will be in equilibrium). Finally, assume that all RuslB
producers have productivizz and have chosen investmegt To keep the notation tidy, we define
Zs= (zs,Zs,7r) andXs = (xs, Xs, Xr). Whenever possible, we also drop the firm lalbe[0, 1]. The
static profit maximization problem of the Run Belt firm is toximaize the quasi-rents:

Ti5(Zs, Xs) = Lné}ZX{ Psys— ﬁs} (21)
S, £S

subject toys = zg[1+xg/¢sandys =1 - P~ 1. pg?, which are the production function and standard
demand function under CES preferences. As befoaedP represent total spending on all goods
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by the household and the aggregate price index, respactivel

= [ ran)ai+ [ pstastiy
P— [/OA pR(i)l"di+/Al ps(i)lfadi} =3

Since Sun Belt leaders must Bertrand compete with the cotiweefringe, it follows that they

limit price the fringe and chargps(i) = (piZS.B

Now consider a Rust Belt firm who enters the period with praigitg zz and has chosen invest-
ment levelxg, while all other Rust Belt producers have productiaiahd investmentg. Assume
that all Sun Belt producers have productivztyand have chosen investmedt As we did for the
Sun Belt, let us defingr = (zr, Zr, Zs) andXg = (Xr, %R, Xs). Quasi-rents of the Rust Belt is given
by
TR(ZR, XR; ) = maX{DRYR—ﬁR} (22)
PR, R

subject toyr = zr[1 + Xg]/r andyr = | .po-1. pr’. The additional argument in the Rust Belt
producer’s profit functionyu, reflects the difference in the limit price compared to a Swit B
producer. We can write the surplus after investment as:

S(ZR,XR; “) = ﬁR(ZR,XR; [J) — C(XR7 ZR). (23)

The union and firm split the surplus according to Nash BargginTrhe union’s bargaining weight

is B € (0,1). As before, leh(Xg, Zr) be the share of the surplus going to the union as a function
of the firm’s investment decisioxg(i). One can show that the Nash Bargaining solution is for the
workers to get a fraction

A

. C(xR,Z
G(XR7 ZR’ B? “) = B [l + fﬁq(ZR,XR(,);.T) —Fg(XR7ZR)] ’

As in the simple static model, the bargaining solution rssitbm a hold-up problem, where the
workers extract a larger share of the surplus than they wtherwould. The reason is again the
asymmetry in outside options in the bargaining process.atgaining “breaks down,” then the

workers simply supply labor at the competitive wage. Thediron the other hand, must bear the
investment cost, which is sunk, but produce nothing.

BFor expositional purposes we focus on the case where ineestim equilibrium is “sufficiently low” such that
it is optimal for Sun Belt producers to limit price the fringilore generally, they either limit price or set a standard
monopolist markup, depending on how much investment thelgtiake in equilibrium.
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5.3. Dynamic Firm Problem

We now consider the dynamic problem of the firms. The Bellmguaéion that describes a Sun
Belt producer’s problem is:

Vs(Zs, B, 1) = ”}(Sax{ fi5(Zs, Xs) — C(xs, Zs) + 0Vs(Zs; B, 1) } (24)

whereZg = (zs(1+ xs), Zs(1+%s), Zr(1+ %R)). The Sun Belt producer picks the amount of in-
vestment each period to maximize quasi rents minus invegtoosts plus the discounted value of
future profits.

Analogously, the Rust Belt producer’s Bellman equation is:

VR(ZR: B, 1) = rQ(gx{ (1 8(x, Zr; B, 1) ] [TR(ZR, XR, B; 1) — C(XR, ZR)] + 5VR(Z|/?;B/7U/)}

(25)
whereZg = (zr(14XR), ZR(1+%R), Z5(14Xs)). B’ and ' denote next period’s exogenous labor
and product market frictions. The Rust Belt producer picke&stment to maximize its share of
current period profits (i.e. quasi rents minus investmest)@lus the discounted value of future
profits. Its share is & é(xR, Zr, 7R, Zs), which is determined by the Nash bargaining.

5.4. Dynamicsunder Full Competition

We define the situation whefe= u = 0 for the current and future periods as “full competition.”
Analyzing the case of full competition is convenient forrmgag intuition, as the dynamics are
particularly clean when botB and u are zero. In particular, one can show that the following is
true:

Proposition 2 Under full competition, the economy is on a balanced grovatth pvhere (i) invest-
ment is some positive value x in each region each period(iiput and consumption per worker
grow at rate of(1+ x) each period, (iii) the employment and output shares of thet Relt are
constant each period, and (iv) the optimal investment x atdwes the static model in Sectidn
with B = 0.

The proof is in the Appendix. Propositighis useful for several reasons. First, it shows that
absent the non-competitive conditions in labor and outpartkets in the Rust Belt, the economy
is essentially a standard endogenous growth model. Sedastthws that the Rust Belt decline
only occurs under the non-competitive conditions. Oncedlee removed, the regional shares of
economy activity are constant from one period to the nexirdT it shows that optimal investment,
X, is the same in each region each period. One can shiswgiven by the solution the following
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non-linear equation
(1+x)t=y.c.x?

One can further characterize the equilibrium of the econanger full competition to show that
period profits (i.e. quasi rents minus investment costsjteeasame each period. This implies that
the value functions for firms in each region are simply an itdisum of the period profits. We
formalize this as:

Proposition 3 Under full competition, the value of a firm of type (R, S} is given by

where x is optimal investment amgi(x) is the period profits, given by
1
. _ | y
T (X) = X—X').

The proof is in the Appendix. Propositidhis useful mostly in that it pins down the value of the
firm in closed form. This makes for transparent long-run prtips of the model, which allows
one to work backwards to solve the model under imperfect eitign.

5.5. Dynamicsunder Imperfect Competition

We define the situation where eith@r> 0 or 4 > 0 for the current period as “imperfect competi-
tion.” One can show (proposition coming soon) that if invesit is lower in the Rust Belt than the
Sun Belt in the current period, then the employment sharaerRust Belt declines between the
current and following period. The reason is simple. Lessstment means that he relative price of
the Rust Belt goods’ rises, and because goods are grosstgigsstonsumers demand relatively
more of the cheaper Sun Belt goods. Thus, dsdai and Pissaridg2007), employment flows to
the Sun Belt.

6. Quantitative Analysis

We now turn to a quantitative analysis of the dynamic modéle asic question we ask is how
large of a decline in the Rust Belt's employment share theehprkedicts over the period 1950
to 2000. We calibrate the extent of competition faced by thstMelt using evidence on wage
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premiums and markups. We find that the model predicts a laagiene in the Rust Belt, explaining
on the order of one-half the decline present in the data.

6.1. Parameterization

We set a model period to be five years. We set the discountadbe § = 0.96° so as to be
consistent with a 4% interest rate per year. For the elastdisubstitution we choose a value of
o = 2, which consistent with the work @droda and Weinstei{2006, who estimate elasticities
of substitution between a large number of goods at varioteldeof aggregation. They find that
the median elasticity is at least 2.7, depending on the tien®@ and level of aggregation, and the
tenth percentile elasticities are in the range of 2.0. Owiaghis on the conservative end of their
estimates.

We calibrate the remaining parameters jointly. These agestquences$f, Lk };- o, governing
the extent of competition in labor and output marketswhich governs catch-up of the fringe,
A, which is the initial share of goods produced in the Rust ,Baid the two parameters of the
investment-cost functiory andc.

Table 1. Rust Belt Wage Premium and Markups

Wage Premium Markup
1950 0.11 0.25
1960 0.11 0.25
1970 0.11 0.25
1980 0.10 0.22
1990 0.05 0.18
2000 0.04 0.15

The Wage Premium is measured as the ratio of wages in the Riist B
region to the rest of the country. It is calculated using tbestis micro
data from IPUMS. The Markup is based on the estimate€alfard-
Wexler and De Loeckg2012) for the steel industry.

The moments we target are as follows. First, we target a wegymipm from 1950 to 2000 that
matches our estimates from the census data. We calculafgéh@um as the ratio of average
wages in the Rust Belt to the rest of the country. The premgiwen in Tablel, starts out at 11%

in 1950 and stays there until 1970, falls to 10% in 1980, 5%9@0land then 4% in 2000. We
assume a wage premium of zero for all subsequent periods.

Second, we target a markup of 25% in the Rust Belt in 1950 tiird®70, falling to 22% in 1980,
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18% in 1990 and 15% in 2000. This path is chosen based on tineag¢sti markups of U.S. steel
producers over the period calculated Ggllard-Wexler and De LoeckdR012. They estimate
that vertically integrated producers, who were locatedbalrentirely in the Rust Belt, had average
markups of 25% until the 1980s, where they fell steadilylarund 15% by 2000 (see Figure 4,
pg 33.) For subsequent periods we assume a markup that srtteeis the Rust Belt and Sun Belt.

The remaining moments we target are a markup in the Sun Bal0%f, an initial employment
share in the Rust Belt of 44%, an aggregate investment-t8-@bo of 8%, and a long-run growth
rate of 2% per year. The average markup in the Sun Belt is stamiwith whaiCollard-Wexler
and De Loecke(2012 estimate for 2000 among minimill steel producers (most biclv were
located in the U.S. South.) The initial employment sharehef Rust Belt is from Figurd of
the current paper, calculated using census data. The adgreyestment-to-GDP ratio is the
average sum of investments in R&D, advertising and orgéinizaivided by GDP, as reported by
McGrattan and Prescof2010. The long-run growth rate is taken to be the average grouaten r
over the postwar period.

The parameter values implied by the calibration@re 1.02,A = 0.52,y= 1.7 andc = 2.6. The
bargaining power parameters start ouBadso = 0.23 and fall toB2000= 0.138 The monopoly
power parameters start @{gso= 0.167 and fall toupgoo = 0.080. All subsequent values ¢ and
L are set to zero.

6.2. Quantitative Results

Figure4 displays the model’s predictions for the employment shatbeé Rust Belt from 1950 to
2000. Several points are worth noting from the Figure. Ftrs# model predicts a large decline
in the Rust Belt's employment share, as in the data. The mueelicts a drop of 8 percentage
points, from 44 percent down to 36 percent. The data has aadrbp percentage points, from 44
percent down to 28 percent. By this metric, the model explamound one-half the decline of the
Rust Belt.

The second feature worth noting is that the model’s predidezline is more pronounced between
1950 and 1970, as in the data. The model predicts a drop ofc@mge points, from 44 percent
down to 38 percent, while the actual drop was 10 percentagesp@@own to 33 percent). In
the next three decades, from 1970 to 2000, the Rust Belt'doyment share declined just 5
percentage points. The model also predicts a less pronduiro@ over this period equalling 2
percentage points, from 38 percent down to 36 percent.

The reason the model predicts a sharper drop between 1950a0ds that competitive pressure
was weaker over this period in the model. Once competitiondseased in the model, as it is in
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Figure 4: The Rust Belt's Employment Share: Model and Data

the period after 1970, the Rust Belt’'s decline abates.

6.3. Investment and Productivity Growth

Why does the model predict such a large decline in the RussBehployment share? The driving
force behind the model’s prediction is the lower investnratg in the Rust Belt than the Sun Belt.
The model predicts that investment expenditures averageof utput in the Rust Belt, compared
to 11% in the Sun Belt. This translates into average anrepzoductivity growth of 1.3% in the
Rust Belt and 2.3% in the Sun Belt. Worth noting is that presdigroductivity growth is lowest
in the early period in the Rust Belt, at 1.2% per year from 18560980, and rising to 1.5% after
1980. In the Sun Belt productivity growth rates were 2.3%X880 and 2.2% afterwards.
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7. Testing the M odel’s Predictions

This section assesses the model’s predictions that rategsstment and productivity growth were
systematically lower in Rust Belt industries than thoseated elsewhere.

7.1. Investment and Technology Adoption

In the model, investments represent expenditures thattéepobductivity increases in the future.
One reasonable proxy for such investments are expendduaresearch and development (R&D).
Evidence from the 1970s suggests that R&D expenditures loees in key Rust Belt industries,
in particular steel, automobile and rubber manufacturihgn in other manufacturing industries.
According to a study by th&).S. Office of Technology Assessmgid©80, the average manu-
facturing industry had R&D expenditures totaling 2.5% dhtsales in the 1970s. The highest
rates were in communications equipment, aircraft and pants office and computing equipment,
with R&D representing 15.2%, 12.4% and 11.6% of total sakespectively. Auto manufacturing,
rubber and plastics manufacturing, and “ferrous metal$jctvincludes steelmaking, had R&D
expenditures of just 2.1%, 1.2% and 0.4% of total sales. §ldasa are qualitatively consistent
with the model’s prediction that investment rates were lowéhe Rust Belt than elsewhere in the
United States?

Another proxy for productivity-enhancing investment ity is the rate of adoption of key productivity-
enhancing technologies. For the U.S. steel industry beif8®, the majority of which was in the
Rust Belt, there is a strong consensus that adoption rathe afost important technologies lagged
far behind where they could have beé&déms and Brock1995 Adams and Dirlam1966 Lynn,
1981 Oster 1982 Tiffany, 1988 Warren 2007). The two most important new technologies of the
decades following the end of WWII were the basic oxygen faen@OF) and the continuous cast-
ing method. Figuré\.3 shows adoption rates of continuous casting methods in tlited)Btates,
Japan and several other leaders in steel production. Twgstare worth noting from this figure.
First, the United States was a laggard, with only 15% of ifsacéty produced using continuous
casting methods, compared to a high of 51% in Japan, by 1¥t&nd, this was the period where
large integrated steel mills of the Rust Belt dominated pobidn. Putting these two observations
together implies that the Rust Belt lagged far behind in thepéion of one important technology
over the period?

14several sources explicitly link the lack of innovation baoka lack of competition. For example, about the
U.S. steel producerddams and BrocK1995 state that “their virtually unchallenged control over antinent-sized
market made them lethargic bureaucracies oblivious toni@olgical change and innovation. Their insulation from
competition induced the development of a cost-plus mentalihich tolerated a constant escalation of prices and
wages and a neglect of production efficiency (page 93). "

15In the 1980s and afterward, the U.S. steel industry made lemgestments in a new technology, the minimill,
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There is also agreement that the U.S. steel industry hadeaogg@ortunities to adopt the new
technologies and chose not to do so. For exarhpie (1981 states that “the Americans appear
to have had more opportunities to adopt the BOF than the éapanhen the technology was
relatively new. The U.S. steelmakers, however, did not@kgheir opportunities as frequently as
the Japanese.” Regarding the potential for the U.S. StegddZation to adopt the BORVarren
(2001 describes the 1950s and 1960s as “a period of unique bubpgsirtunity for American
producers to get established early in the new technoltfyy.”

Similar evidence can be found for the rubber and automohéleufacturing industries. In rubber
manufacturingRajan, Volpin, and Zingale®000 and French(199]) argue that U.S. tire man-
ufacturers missed out on the single most important innomatf the postwar period, which was
the radial tire, adopting only when it was too late (in the rh@80s). The big innovator of the
radial tire was (the French firm) Michelin (in the 1950s an@d$). According td-rench(1991),
most of the U.S. rubber tire producers hadn’t adopted ra@an by the 1970s, even as Michelin
drastically increased its U.S. market shife.

About the automobile industrijalberstan(1986 writes

Since competition within the the [automobile manufactglimdustry was mild,
there was no incentive to innovate; to the finance peopleviation not only was
expensive but seemed unnecessary... From 1949, when theatid transmission
was introduced, to the late seventies, the cars remainedrkably the same. What
innovation there was came almost reluctantly (p. 244)

The lack of innovation by the auto industry is noted also lgy Adams and Brock1995, Ingrassia
(2011 andVlasic (2011).

7.2. Productivity Growth

Direct measures of productivity growth by region do not exigfortunately. Nevertheless, we can
assess the model’s predictions for productivity growttheRust Belt and Sun Belt by comparing

which used an electric arc furnace to turn used steel prediict raw steel for re-use. Virtually all of these adoptions
were made outside of the Rust Belt region, and in the U.S.iSouparticular. Se€ollard-Wexler and De Loecker
(2012 and the references therein.

16According toAnkl and Sommel1996, an engineer at the U.S. Steel Company visited the Austiian BOF
plant in 1954 and brought back a favorable report on the gaispf the BOF. Management at U.S. Steel vetoed this
line of research and reprimanded the engineer for makinghanthorized visit to the Austrian firm (pp 161-162.)

UnterestinglyFrench(1991) claims that all the new radial plants, when they were eadrduilt, were built in the
Midwest and South. Akron, “the Rubber City,” stopped makiagsenger automobile tires in 1978, truck tires in 1984
and aircraft tires in 1987.
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Table 2: TFP Productivity Growth by Individual Rust Belt Industries

Annualized Growth Rate, %
1958-1980 1980-2000 1958-2000
Iron and Steel Foundries 0.0 0.5 0.2
Machinery, Misc -04 -0.1 -0.2
Motor Vehicles 1.0 0.2 0.6
Railroad Equipment 1.0 -0.3 0.3
Rubber Products -0.2 25 11
Steel Mills 0.4 09 0.7
Rust Belt Average 0.3 0.6 0.4
U.S. Economy 2.0 14 18

Note: Rust Belt Industries are defined as those industries whoptogment shares in the
Rust Belt MSAs are more than one standard deviation higlaer thhe mean in both 1950
and 2000. Source: Author’s calculations using NBER CES petidity database, U.S.
census data from IPUMS, and the BLS.

estimates of productivity growth in industries that werermpment in the Rust Belt region over
period 1950 to 2000 to productivity growth in the rest of ticermomy.

Concrete estimates of productivity growth by industry a@lable from the NBER CES databake.
By matching their industries (by SIC codes) to those avél&dbus in our IPUMS census data (by
census industry codes), we are able to compute the fradt@hemployment in each industry that
is located in Rust Belt MSAs in each year. We define “Rust Belustries” as all those industries
with employment shares in Rust Belt MSAs greater than onadsta deviation above the mean
in both 1950 and 2000. The industries that make the cut arednal Steel Foundries, Machinery
(Misc), Motor Vehicles, Railroad Equipment, Rubber Praduand Steel Mills.

Table2 provides estimates of total-factor productivity (TFP) gt per year in these industries
over several time horizons. As a frame of reference, we coenpEP for the U.S. economy as
a whole as the Solow Residual from a Cobb-Douglas produdtioation with labor share two-

thirds and aggregate data from the BEA. The right-most calshows the entire period of data
availability, namely 1958-2000. TFP growth was lower inrgvRust Belt industry than for the

U.S. economy as a whole. The highest growth was in Rubberetedwhich grew at 1.1% per
year, while the lowest was in Machinery, which grew at -0.286year. The U.S. economy, on the

8Data and a detailed description of the data are availabke hép://www.nber.org/nberces/.
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other hand, had far higher TFP growth of 1.8% per year overgériod.

The first and second two columns show TFP growth by industipénperiods 1958-1980 and
1980 to 2000. We chose this breakdown because we obsentqatddactivity in several of these
industries increased after around 1980. Furthermore Miderce ofSchmitz(2005 andDunne,
Klimek, and Schmit12010 suggests that the early 1980s were a time when competitagspre
in the Great Lakes region may have increased substantfally.

The first two columns show that in four of the six industriesanland Steel Foundries, Machinery,
Rubber Products, and Steel Mills — there is evidence thatymtivity increased in the period after
1980. This is consistent with the productivity pickup foundhe model in the latter part of the
period.

For the automobile industry, international evidence algapsrts the idea that productivity growth
was lower than it otherwise might have been. Takl2 shows a simple measure of productivity —
vehicles produced per worker — for the big three U.S. autdycers and two prominent Japanese
producers, Nissan and Toyota. On average, the U.S. prauuaeased output per worker by
about 25% over the period 1960 to 1983. Over the same pehedapanese producers increased
output per worker by over 300%. For example General Motonstirem 8 cars per worker in
1960 to 11 in 1983, while Nissan went from 12 to 42. These prodty estimates are crude
at best given that they ignore capital, differences in tlze sind quality of vehicle and so forth.
Nevertheless, they show dramatic differences in outputyoeker over the period, with the U.S.
far behind in terms of apparent productivity growth.

8. Alternative Hypotheses

There are a number of other plausible stories for why the Retdeclined. The current paper has
explored one hypothesis and assessed its quantitativeriamge, finding a large effect. Nothing

in the current paper suggests that other economic forcesadipotentially play important roles as
well. Still, it is worth discussing other prominent hyposies and making the case that these can at
best serve as partial answers to why the Rust Belt declinedssoatically.

The advent of air conditioningAs any resident of Arizona or Florida can attest, the indreps
population of their states in recent years would not have pessible without air conditioning. In
the early part of the 20th century air conditioning largely dot exist; it became widespread only
after the end of WWII. Certainly some of the movement of ecoimoactivity out of the Rust Belt

19Both of these papers argue that transportation costs feigiocompetitors (in the iron ore and cement industries)
may have increased in the early 1980s. The papers also batheshidence of a dramatic increase in productivity
starting in the early 1980s.
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can be attributed to the advent of air conditioning.

Yet even in regions where temperature differences aregiblgli one can see big differences in
economic performance due to differences in competitionndgygeographic data from U.S. coun-
ties,Holmes(1998 looks along the borders between states that have righet&-laws (prevent-
ing unionized plants from forcing new workers to join the am)i and states that do not. One
example, for concreteness, is the border between lowa li&togwork state) and lllinois (a non
right-to-work state which has historically been highlyamized.)

He finds that counties in the right-to-work states (withinr2ites of the border) had on average
101% growth in manufacturing employment between 1947 ai®@1Bor counties on just on the
other side of the border, employment growth was just 62% twversame period. Differences
between western Rust Belt states and the bordering greastates were even larger. There,
border counties in right-to-work states (such as lowa) hadufacturing employment growth of
104%, while border counties in neighboring states (sucHliasik) had employment growth of
just 54%. Given that there are essentially no differenceteimperature or geographic terrain
between these sets of counties, it must be that the vastatiffes in employment growth is due
to differences in state policies. One prominent candidatey of course is the extent to which
competition in labor market is protected, though e.g. Hghtvork legislation.

Structural change.One possible story why the Rust Belt declined was that themegas just
suffering from the larger economic phenomenon of strutithrange. This could be the case for
example, if preferences are such that the income elastibiigmand for services is larger than one,
meaning that general economic growth leads to a rise ofnand a decline in manufacturing.
The rise of services is certainly a robust feature of the,dadas the general decline in manu-
facturing as a share of total employment. But as Fiduead FigureA.1 show,even within the
manufacturing sectothe Rust Belt's share of employment declined dramaticatr ohis period.
Thus, the Rust Belt's decline could not entirely due to a s#engpructural change story. Instead,
economic forces within the manufacturing sector must haael to the divergent path between
manufacturing in the Rust Belt and the rest of the country.

9. Conclusion

While the U.S. economy as a whole experience growth of judeuitwo percent per year over
the postwar period, there was substantial variation in fraxperiences across regions within
the country. In this paper we document that the wage premanmeel by a region’s workers on
average in 1950 is a very good predictor of subsequent growtvages and employment, with
lower growth rates occurring in regions with higher wagengrens in 1950. Furthermore, many
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of the regions with the highest premiums and worst econoraifopmance are concentrated in
what is often called the Rust Belt: the manufacturing zooead the Great Lakes.

We use this fact to build a theory of the decline of the Rust.B&lur theory is that a lack of
competition was behind the Rust Belt’'s poor economic peréorce. We argue that the high wage
premiums earned by workers in the Rust Belt region reflectedaompetitive behavior in labor
markets, with powerful labor unions active in many of the ondRust Belt industries, such as
steel, automobile and rubber manufacturing. We then citztievidence that output markets were
non-competitive as well, with just several large domingiach of the major Rust Belt industries.

We formalize our theory in a dynamic general equilibrium mlpth which the strength of com-

petition in labor and output markets determines the extntlich firms innovate and increase
productivity. Non-competitive labor markets lead to a ‘thap” problem, which discourage firms
from investing. Non-competitive output markets elimintite firm’s incentive to invest in order to

escape the competition. A plausibly calibrated versiorhefrhodel predicts roughly one-half of
the decline found in the data. The model also predicts tleaRilist Belt lagged behind in invest-
ment in new technologies and productivity growth. Sevenaés of evidence from prominent Rust
Belt industries support these predictions.
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Appendix
Proof of Proposition 1

The Rust Belt producers’ first order condition for optimalestment is

(1-PB)IPZ/4=C'(xx(i)).

The Sun Belt producers’ first order condition for investmagpends on whether it limit prices the
competitive fringe or sets a standard monopolist markupgunldrium. In the former case, the
first order condition is

IPZ(1+xs(i)) = C'(xs(i)),

and in the latter case it is
IPz/4=C'(xg(i)).

Assuming first that parameters are such that both produpestget a monopolist markup in equi-
librium, one can combine the two relevant first order coondgito get{6). Since8 > 0, and since
C(+) is strictly convex by assumption, it follows that < Xs.

If on the other hand, parameters are such that the Rust Beltper sets a monopolist markup and
the Sun Belt producers limit price the fringe, one can combire two first order conditions to get
equation 17). One can also show that this case implies tat 1. Since this is true, and since
B > 0 andC(-) is convex, theng < xs. B

Proof of Proposition 2

Combining the first order and envelope conditions for thelpoers in each region, we can char-
acterize the optimal investment decisions by the following equations:

-1

14+ 0(0— 1)Xs]
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3(0 —1)xg] (26)
+ (0 — 1)xg]
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After imposing symmetric technology choices within the Reit and Rust Belt — that issg =
Xr andxs = Xs — we can show that producers in different industries chodeatical technology
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investments, regardless of the productivities. To see divge (26) by (27) to get

- -1
(1+x5)2 _ X%
(I+xr)72 &t

which is satisfied only wherg = X = x. To show thaix is strictly positive, claim thak = 0 and
evaluate 26). The left-hand side is positive, while the right-hand sgleero. Thus, it must be the
case thak > 0. This proves part (i).

Regarding part (ii), that output and consumption grow at mstant rate of % X, this follows
directly from part (i) and from the definition of the produwatifunction, (9). Regarding part (iii),
that employment and output shares are constant from onedptrithe next, we show that this
follows from the demand function for an individual produg@?) and (??). From these, and from
the production functions, one can show that

frR_%*
gs a zgfl’

which in turn implies that

% B ngl(l-i-x)gfl B E_R

ls ZH(14+x9°1 s
Hence the share of employment in the Rust Belt and Sun Befl$ stanstant from one period to
the next. From the production functions, it follows that #iare of output stays constant as well.

To prove part (iv) we rely on the restriction(%) = 0 that defines the balanced growth path
of our model. To show that the optimal investmens identical along that path and in the static
equilibrium with3 = 0 we only need to establish that the envelope COﬂditiOﬂfEﬁWZj =

0, wherej € {R S}

Recall that in any equilibrium we hawg = Z; and hence 7} = dZ;. Together with (ﬂzﬁl) = 0 this
implies
dz = dzj%. (28)

The period return is given by
m(Zj, Xj,0;0) —C(x;,Zj), for j € {R S} (29)

It is straightforward to show that the envelope conditiothes differential of 29) multiplied byz;.
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After substituting 28) into the differential and some simple algebra we obtain

dr5(Z;, %, 0;0 o075(Z,%,0;0 o075(Zi,%,0;0 075(Z,X%,0;0)
75 ( |,)$|, >Zi: 5 (Zi Xl )Zi+ 75 ( Ii.(| >Zi+ 75 ( |§| >Zj (30)
dz 0z 07 07

Knowing that on the balanced growth path= x; = x one can show that
1(Z,X,0;0) = (14 A 1+ (1-N)Z Y ' o 1= (1407 (31)

Once we take the three partial derivatives and rearrange

—dﬁ(zié;("’;o)a (- DANAE (1 NE Y E e (14
—(O-DA+NPZ T+ L-NE Y T e - (140 (32)
~0
Similarly,
dC(x,Z) ~ 9C(xZ)  0C(xZ)_  0C(xZ),
dz 2 oz "oz 2T oz O
—HF Ho- D P+ A-NEY T -PEHA-NEY T 69)
—0
We conclude thai%zi =0. [
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Table A.1: Correlates of MSA Wage & Employment Growth, 1950-2000

Correlation Coefficient

Measure Wage Growth Employment Growth
Average Wage in 1950 (Full-time Males -0.59%** -0.33***
Average Wage in 1950 (Males) -0.65*** -0.32%**
Average Wage in 1950 (All) -0.65*** -0.27*%**
Wage Premium in 1950 (Full-time Males) -0.60*** -0.44***
Wage Premium in 1950 (Males) -0.63*** -0.45%**
Wage Premium in 1950 (All) -0.66*** -0.38***

The correlation coefficients are calculated across MetitapoStatistical Areas (MSA) that have a popu-
lation of at least 100,000. The sample includes all private@ wage earners with a positive wage, and
the sample is restricted in each row as described in pargisthEhe Average Wage in 1950 is computed
as the average hourly wage across individuals in the MSAndeéfas labor income in the previous year
divided by hours worked in the previous year. The Wage Premiiu1950 is computed as the MSA fixed
effect from an individual-level regression of log wages @anss of schooling, a quartic polynomial in
potential experience and MSA fixed effects. *** significahtl&o

Table A.2: Vehicles Produced per Worker, United States and Japan

Firm 1960 1970 1983
General Motors 8 8 11
Ford 14 12 15
Chrysler 11 11 16
Nissan 12 30 42
Toyota 15 38 58

Source:Adams and Brock1995, Table 3-5, page 82. Production for General Motors
and Chrysler are worldwide. Production for Ford is only witthe United States.
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