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#### Abstract

Many everyday decisions are made without full examination of all available options, and as a result, the best available option may be missed. We develop a search-theoretic choice experiment to study the impact of incomplete consideration on the quality of choices. We find that many decisions can be understood using the satisficing model of Simon [1955]: most subjects search sequentially, stopping when a "satisficing" level of reservation utility is realized. We find that reservation utilities and search order respond systematically to changes in the decision making environment. JEL: D03, D83, C91 Keywords: Revealed preference, search, incomplete information, bounded rationality, stochastic choice, decision time


Many everyday decisions are made without full examination of all available options, and as a result, the best available option may be missed. However, little is known about how such incomplete consideration affects choice behavior. We develop a search-theoretic choice experiment that provides new insights into how information gathering interacts with decision making.

Our central finding is that many decisions can be understood using the satisficing model of Simon [1955]. Simon posited a process of item-by-item search, and the existence of a "satisficing" level of utility, attainment of which would induce the decision maker to curtail further search. Our experiments cover various settings that differ in the number of options available and in the complexity of these objects, and in all cases, we find broad support for Simon's hypothesis. Most subjects search sequentially, and stop search when an environmentally-determined level of reservation utility has been realized.

One factor that has held back research on how incomplete search impacts choice is that there are no observable implications of a general model in which the set of objects that a subject considers may be smaller than the choice set as understood by an external observer. ${ }^{1}$ To identify such restrictions, we develop a new experimental technique that incentivizes subjects to reveal not only their final choices, but also how their provisional choices change with contemplation time. ${ }^{2}$ This "choice process" data provides a test bed for simple models of sequential search (see

[^0]Campbell [1978] and Caplin and Dean [Forthcoming]).
A second barrier to research in this area is that there is no general way to define, let alone measure, the quality of decisions. ${ }^{3}$ To overcome this conceptual problem, subjects in our experiment select among monetary prizes presented as sequences of addition and subtraction operations. ${ }^{4}$ These calculations take time and effort to perform, making the choice problem nontrivial. As a result, we find that subjects regularly fail to find the best option when choosing from sets of such alternatives.

We use choice process data to test the satisficing model. We find that its two identifying features are supported by our data. First, subjects typically switch from lower to higher value objects, in line with information being absorbed on an item-by-item basis, as in sequential search theory. Second, for each of our experimental treatments, we identify fixed reservation values such that most subjects curtail search early if, and only if, they identify an option of higher value than the reservation level. Taken together, these two findings characterize the satisficing model. The estimated levels of reservation utility increase with set size and with object complexity.

Choice process data provides insight into search order. We find that some subjects search from the top of the screen to the bottom, while others do not. These search modes impact choice quality: those who search down from the top do poorly if good objects are at the bottom of the screen.

Our method for eliciting choice process data impacts the incentive to search, since there is an increasing chance that later choices will not be actualized. In order to explore the impact of these incentives, we develop a simple model of optimal search with psychic costs that is rich enough to cover this case in addition to standard choice data. We find that, while a fixed reservation level is optimal in the standard case, a declining reservation level is optimal for the choice process environment. Moreover, the reservation level in a choice process environment is always below the fixed optimal level in the equivalent standard choice environment.

We test the predictions of the optimizing model by comparing behavior in the choice process experiment with that in a standard choice environment. We exploit the fact that subjects were able to, and indeed chose to, change options prior to finalizing decisions even in our standard choice experiments, creating a sequence of choices that we can interpret as choice process data. We find that standard choice data is indeed well described by the fixed reservation model. However, we find no evidence of a declining reservation level in the choice process environment. This suggests that our subjects may be satisficing for the reasons that Simon [1955] originally proposed, as a rule of thumb that performs adequately across a broad range of environments, rather than finely honing their search strategy to each choice environment they face. We find some evidence that reservation levels in choice process settings are below those in equivalent standard choice settings.

While our findings are in line with simple theories of sequential search, we consider (and reject) an alternative model in which subjects search the entire choice set, but make calculation errors that lead to choice mistakes. We estimate a random utility model in which the size of the utility error depends on the size and complexity of the choice set. Fitting the model requires seemingly large perceptual errors, yet simulations based on the fitted model significantly overestimate subject performance in large and complex choice sets. Moreover, the estimated calculation errors are incompatible with the fact that subjects almost always switch from lower to higher value alternatives, in line with the principle of sequential search.

The paper is arranged into six sections. In section I we introduce our experimental protocols. In section II we describe the pattern of choice mistakes exhibited by our subjects. In section III we test the satisficing model, and show how reservation rules vary across environments. Order

[^1]effects on choice are addressed in section IV. Section V investigates the connection between standard choice experiments and choice process experiments. Section VI contains our estimates of the model based entirely on calculation errors rather than sequential search.

## I. Experimental Design

We conducted experiments of four types. Experiment 1 measures choice quality in our experimental task in a standard choice experiment. Experiment 2 uses the choice process design to examine provisional choices within the same environment. Experiment 3 uses the choice process experiment to explore search order. Experiment 4 imposes a time limit on subjects in an otherwise standard choice task, allowing us to understand the source of differences in behavior between experiments 1 and 2. All experiments were conducted at the Center for Experimental Social Science laboratory at New York University, using subjects recruited from the undergraduate population.

## A. Experiment 1: Standard Choice

Our goal in this paper is to study whether a model of information search can explain why people sometimes fail to choose the best available option. Hence we work with objects of choice for which such failures are easy to identify: dollar amounts expressed as addition and subtraction operations. We conducted six treatments that differ in terms of complexity ( 3 or 7 addition and subtraction operations for each object) and the total number of available alternatives (10, 20 or 40). Figure 1 shows a 10 option choice set with objects of complexity $3 .{ }^{5}$

Figure 1. A typical choice round

Each round began with the topmost option on the screen selected, which had a value of $\$ 0$ and was worse than any other option. While only the final choice was payoff relevant, subjects could select whichever option they wanted at any time by clicking on the option or on the radio button next to it. ${ }^{6}$ The currently selected option was displayed at the top of the screen. Once subjects had finalized their selection, they could proceed by clicking on the submit button at the bottom of the screen. Subjects faced no time constraint in their choices.
The value of each alternative was drawn from an exponential distribution with $\lambda=0.25$, truncated at $\$ 35$ (a graph of the distribution was shown in the experimental instructions - see online supplemental material). ${ }^{7}$ The individual terms in the algebraic expression representing the alternative were generated stochastically in a manner that ensured that neither the first nor the maximal term in the expression were correlated with total value.

Subjects for experiment 1 took part in a single experimental session consisting of 2 practice rounds and between 27 and 36 regular rounds, drawn from all 6 treatments. At the end of the session, two regular rounds were drawn at random, and the subject received the value of the final selected object in each round, in addition to a $\$ 10$ show up fee. Each session took about an hour, for which subjects earned an average of $\$ 32$. In total we observed 22 undergraduate students making 657 choices.

[^2]
## B. Experiment 2: Choice Process

Choice process data tracks not only final choice, but also how subjects' provisional choices evolve with contemplation time. It is closely related to standard choice data, in that all observations represent choices, albeit indexed by time. We see this data as complementary to other attempts to use novel data to understand information search, such as those based on eye tracking or Mouselab (Payne, Bettman and Johnson [1993], Gabaix et al. [2006], Reutskaja et al. [Forthcoming]). While choice process data misses out on such potentially relevant clues to search behavior as eye movements, it captures the moment at which search changes a subject's assessment of the best option thus far encountered.

Our experimental design for eliciting choice process data has two key features. First, subjects are allowed to select any alternative in the choice set at any time, changing their selected alternative whenever they wish. Second, actualized choice is recorded at a random point in time unknown to the experimental subject. Only at the end of each round does the subject find out the time that was actualized, and what their selection had been at that time. This incentivizes subjects always to select the option that they perceive as best. We therefore treat their sequence of selections as recording their preferred option at each moment in time. ${ }^{8}$
The instructions that were given to subjects in the choice process experiment are available in the online supplemental material. They were informed that the actualized time would be drawn from a beta distribution with parameters $\alpha=2$ and $\beta=5$, truncated at 120 seconds. ${ }^{9}$ The interface for selecting and switching among objects was identical to that of experiment 1 . A subject who finished in less than 120 seconds could press a submit button, which completed the round as if they had kept the same selection for the remaining time. Typically, a subject took part in a session consisting of 2 practice rounds and 40 regular rounds. Two recorded choices were actualized for payment, which was added to a $\$ 10$ show up fee.

Experiment 2 included six treatments that matched the treatments in experiment 1: choice sets contained 10, 20 or 40 alternatives, with the complexity of each alternative being either 3 or 7 operations. Moreover, exactly the same choice object values were used in the choice process and standard choice experiments. For the 6 treatments of experiment 2, we collected data on 1066 choice sets from 76 subjects.

## C. Experiment 3: Varying Complexity

Experiment 3 was designed to explore how screen position and object complexity impacts search order. All choice sets were of size 20, and the objects in each set ranged in complexity from one to nine operations. Subjects were instructed that object complexity, screen position and object value were independent of one another. Incentives were as in experiment 2 , the choice process experiment. Experiment 3 was run on 21 subjects for a total of 206 observed choice sets.

## D. Experiment 4: Time Constraint

While the choice process experiments included time limits, the standard choice experiment did not. In order to explore whether this time limit was responsible for differences in behavior between the two settings, we re-ran the standard choice experiment with a two minute time constraint, as in the choice process experiment. If subjects failed to press the submit button within 120 seconds they received $\$ 0$ for that round. For this experiment, a total of 29 subjects chose from 407 observed choice sets.

[^3]
## II. Choice Performance

## A. Standard Choice Task

Table 1 reports the results of experiment 1 , the standard choice experiment. The top section reports the "failure rate" - the proportion of rounds in which the subject did not choose the option with the highest dollar value. The second section reports the average absolute loss - the difference in dollar value between the chosen item and the highest value item in the choice set.

Averaging across all treatments, subjects fail to select the best option almost 38 percent of the time, and leave $\$ 3.12$, or 17 percent of the maximum amount on the table in each round. ${ }^{10}$ Both of these performance measures worsen with the size and the complexity of the choice set, reaching a failure rate of 65 percent, and an average loss of $\$ 7.12$ in the size 40 , complexity 7 treatment. Regression analysis shows that the difference in losses between treatments is significant. ${ }^{11}$

## B. Choice Process Task

Given that our analysis of the search-based determinants of choice quality is based primarily on the choice process data of experiment 2 , it is important to explore how the level and pattern of final choices compares across experiments 1 and 2 . To ensure that subjects in experiment 2 had indeed finalized their choices, we retain only rounds in which they explicitly press the submit button before the allotted 120 seconds. This removes 94 rounds, or 8.8 percent of our total observations. Table 1 compares failure rates and average absolute losses by treatment for choice process and standard choice tasks.

In both the choice process experiment and the standard choice experiment, subjects fail to find the best option more frequently and lose more money in larger and more complicated choice sets. However, in almost all treatments, the quality of final choice is worse in the choice process task than the standard choice task. We explore this difference in section $V$, where we relate it to the different incentives in the two experiments. There is less incentive to continue search in the choice process task, given that the probability of additional effort raising the payoff falls over time.

## III. Sequential Search and Satisficing

We use the choice process data from experiment 2 to test whether a simple sequential search model with a reservation level of utility can explain the failure of people to select the best available option. We test both whether subjects appear to understand the value of each searched object in full before moving on to the next (as in the classic search models of Stigler [1961] and McCall [1970]), and whether they appear to search until an object is found that is above a fixed reservation utility level. The power of our tests depends on observing subjects switching from one alternative to another. Fortunately, in 67 percent of rounds we observe at least one occasion on which the subject switches between options after the initial change away from $\$ 0$. The mean number of such switches is 1.4.

[^4]TABLE 1—PERFORMANCE IN CHOICE PROCESS TASK (EXPERIMENT 2) VS. STANDARD CHOICE TASK (EXPERIMENT 1)

| Failure rate (percent) |  |  |  |
| :---: | :---: | :---: | :---: |
| Set size | Set size | Complexity |  |
|  |  | 3 | 7 |
| 10 | Choice process | 11.38 | 46.53 |
|  | Standard choice | 6.78 | 23.61 |
| 20 | Choice process | 26.03 | 58.72 |
|  | Standard choice | 21.97 | 56.06 |
| 40 | Choice process | 37.95 | 80.86 |
|  | Standard choice | 28.79 | 65.38 |
| Absolute loss (dollars) |  |  |  |
| Set size |  | Complexity |  |
|  | Set size | 3 | 7 |
| 10 | Choice process | 0.42 | 3.69 |
|  | Standard choice | 0.41 | 1.69 |
| 20 | Choice process | 1.62 | 4.51 |
|  | Standard choice | 1.10 | 4.00 |
| 40 | Choice process | 2.26 | 8.30 |
|  | Standard choice | 2.30 | 7.12 |
| Number of observations |  |  |  |
| Set size |  | Complexity |  |
|  |  | 3 | 7 |
| 10 | Choice process | 123 | 101 |
|  | Standard choice | 59 | 72 |
| 20 | Choice process | 219 | 172 |
|  | Standard choice | 132 | 132 |
| 40 | Choice process | 195 | 162 |
|  | Standard choice | 132 | 130 |

## A. Sequential Search

Caplin and Dean [Forthcoming] provide a method of identifying whether or not choice process data is consistent with sequential (but possibly incomplete) search. Assuming that utility is monotonically increasing in money, a necessary and sufficient condition for choice process data to be in line with sequential search is that successive recorded values in the choice process must be increasing. We refer to this as Condition 1:

Condition 1 If option $y$ is selected at time $t$ and option $x$ is selected at time $s>t$, it must be the case that the value of $x$ is no less than the value of $y .^{12}$

In order to test whether our subjects are close to satisfying Condition 1, we use a measure of consistency proposed by Houtman and Maks [1985]. The Houtman-Maks (HM) index is based on calculating the largest fraction of observations that are consistent with Condition $1 .{ }^{13}$

Figure 2 shows the distribution of HM indices for all 76 subjects. Over 40 percent of our subjects have an HM index above 0.95, while almost 70 percent have an HM index above 0.9

[^5]Figure 2. Distribution of HM indices for actual and random data (Experiment 2)

- meaning that over 90 percent of their switches are consistent with Condition 1 , and therefore consistent with sequential search. Figure 2 also shows the distribution of HM indices for 76,000 simulated subjects with the same number of switches as our subjects but who choose at random - a measure of the power of our test (see Bronars [1987]). Clearly, the two distributions are very different, as confirmed by a Kolmogorov-Smirnov test ( $p<0.0001$ ).
This analysis suggests that, for the population as a whole, sequential search does a good job of describing search behavior. We can also ask whether the behavior of a particular subject is well described by the sequential search model. To identify such sequential searchers, we compare each subject's HM index with the HM indices of 1,000 simulations of random data with exactly the same number of observations in each round as that subject. For the remainder of the paper we focus on the 68 out of 76 subjects who have an HM index above the 95 th percentile of their randomly generated distribution. ${ }^{14}$

Figure 3. Proportion of final choices where the best option was found and largest proportion of Selections to higher value (experiment 2)

One feature of the sequential search model is that it revives the concept of revealed preference in a world of incomplete information. Panel A of figure 3 shows how close our subjects are to satisfying the standard rationality assumption in each of our treatments, by showing the proportion of rounds in which the best alternative is chosen. Panel B shows how close our subjects are to satisfying rationality for sequential search in each treatment by calculating the HM index with respect to Condition 1. The level of mistakes as measured by the standard definition of revealed preference is far higher than by the sequential search measure. Note also that while there is strong evidence of increasing mistakes in larger and more complex choice sets according to the standard measure, such effects are minimal according to the sequential search measure. Using the latter, there is no effect of set size on mistakes, and only a small effect from complexity.

## B. Satisficing and Reservation Utility

The essential advantage that choice process data provides in testing the satisficing model is that it allows us to observe occasions in which subjects continue to search having uncovered

[^6]unsatisfactory objects. This allows us to directly test the reservation stopping rule and estimate reservation values for our different treatments.

The first indication that our subjects exhibit satisficing behavior is shown in figure 4. This shows how the value of the selected object changes with order of selection for each of our six treatments. Each graph has one isolated point and three segmented lines. The isolated point shows the average object value for those who stop at the first object chosen. ${ }^{15}$ The first segmented line shows the average value of each selection from rounds in which one switch was made. The next segmented line shows the average value of each selection in rounds where 2 switches were made, and the final segmented line for rounds in which 3 switches were made.

Figure 4. Average value by selection (Experiment 2)

Figure 4 is strongly suggestive of satisficing behavior. First, as we would expect from the preceding section, aggregate behavior is in line with sequential search: in all but one case, the average value of selections is increasing. Second, we can find reservation values for each treatment such that aggregate behavior is in line with satisficing according to these reservations. The horizontal lines drawn on each graph show candidate reservation levels, estimated using a technique we describe below. In every case, the aggregate data show search continuing for values below the reservation level and stopping for values above the reservation level, just as Simon's theory predicts.

## Estimating Reservation Levels

In order to estimate reservation utilities for each treatment, we assume that all individuals in a given choice environment have the same reservation value $\bar{v}$ and experience variability $\varepsilon$ in this value each time they decide whether or not to continue search. Further, we assume this stochasticity enters additively and is drawn independently and identically from the standard normal distribution. ${ }^{16}$ Letting $v$ be the value of the item that has just been evaluated, the decision maker (DM) stops search if and only if $v \geq \bar{v}+\varepsilon$, where $\varepsilon \sim N(0,1)$. To cast this as a binary choice model, let $k$ be a decision node, $v_{k}$ be the value of the object uncovered and $\varepsilon_{k}$ the error. Note that the probability of stopping search is $\Phi\left(v_{k}-\bar{v}\right)$, where $\Phi$ is the cumulative density function of the standard normal distribution, so we can estimate $\bar{v}$ using maximum likelihood.

To employ this procedure using our data, we need to identify when search has stopped, and when it has continued. The latter is simple: search continues if a subject switches to another

[^7]alternative after the current selection. Identifying stopped search is slightly more complicated. If we observe that a subject does not make any more selections after the current one, then there are three possibilities. First, they might have continued to search, but run out of time before they found a better object. Second, they might have continued to search, but already have selected the best option. Third, they might have stopped searching. We therefore consider a subject to have stopped searching at a decision node only if they made no further selections, pressed the submit button, and the object they had selected was not the highest value object in the choice set.

## Results: Estimated Reservation Levels

Because we assume that all individuals have the same distribution of reservation values in a given environment, we pool together all selections within each treatment for the 68 participants whose choice data is best modeled with sequential search. Table 2 shows the estimated reservation levels for each treatment, with standard errors in parentheses.

TABLE 2-Estimated RESERVATION LEVELS (EXPERIMENT 2)

| Set size |  | Complexity |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 3 |  | 7 |  |
| 20 | Sequential search types | 9.54 | $(0.20)$ | 6.36 | $(0.13)$ |
|  | Reservation-based search types | 10.31 | $(0.23)$ | 6.39 | $(0.13)$ |
|  | Sequential search types | 11.18 | $(0.12)$ | 9.95 | $(0.10)$ |
| 40 | Reservation-based search types | 11.59 | $(0.13)$ | 10.15 | $(0.10)$ |
|  | Sequential search types | 15.54 | $(0.11)$ | 10.84 | $(0.10)$ |
|  | Reservation-based search types | 15.86 | $(0.12)$ | 11.07 | $(0.10)$ |

Note: Standard errors in parenthesis

Table 2 reveals two robust patterns in the estimated reservation levels. First, reservation levels decrease with complexity: using a likelihood-ratio test, estimated reservation levels are significantly lower for high complexity treatments than for low complexity treatments at all set sizes ( $p<0.001$ ). Second, reservation levels increase monotonically with set size (significantly different across set sizes for both complexity levels with $p<0.001$ ).

One question that this estimation strategy does not answer is how well the reservation utility model explains our experimental data. In order to shed light on this question, we calculate the equivalent of the HM index for this model with the estimated reservation levels of table 2. For each treatment, we calculate the fraction of observations which obey the reservation strategy (i.e. subjects continue to search when they hold values below the reservation level and stop when they have values above the reservation level).

TABLE 3-AGGREGATE HM indices For RESERVATION-BASED SEARCH (EXPERIMENT 2)

|  | Complexity |  |
| :---: | :---: | :---: |
| Set size | 3 | 7 |
| 10 | 0.90 | 0.81 |
| 20 | 0.87 | 0.78 |
| 40 | 0.82 | 0.78 |

The results, aggregated across all subjects, are shown in table 3 . The estimated model describes about 86 percent of observations for treatments with simple objects and about 78 percent for com-
plicated objects. Both of these percentages are significantly higher than the random benchmark of 50 percent (where people arbitrarily stop or continue at each decision node) at the 1 percent level.

There is significant heterogeneity across individuals with respect to how well they follow a fixed reservation stopping rule. While the majority of subjects have HM indices above 75 percent, some have extremely low scores and are clearly poorly described by a reservation utility model with the given estimated reservation levels. In order to ensure these individuals are not affecting our estimates in table 2, we repeat the estimation of reservation strategies without those subjects who have an HM index below 50 percent (an additional 6 subjects). These results are in table 2 under the rows for "Reservation-based search types." The estimated reservation levels are similar to those for the whole sample.

## C. Reservation Utility or Reservation Time?

A natural question is whether our data is consistent with other stopping rules. One obvious candidate is a stopping rule based on a reservation time, in which subjects search for a fixed time and select the best option found subject to this time constraint. In order to assess this possibility, we redraw in figure 5 the graphs of figure 4 , but show the average time of each switch, rather than the average value on the vertical axis.

Figure 5. Average time by switch (Experiment 2)

Figure 5 provides no support for the reservation time stopping rule. Unlike in figure 4, there is generally no "reservation time" such that subjects continue to search for times below this level and stop for times above that level (the horizontal lines on each graph show a reservation stopping time estimated using the procedure describes in section III.B). Instead, those who identified a high value object with their first selection stopped quickly, while those who made the most switches took significantly longer. This is precisely as the reservation utility model would suggest, and runs counter to the predictions of the reservation time model.

## IV. Search Order and Choice

In this section we show that choice process data provides insight into the order of search, and that this information can help predict when subjects will do badly in particular choice sets.

The first finding is that subjects in experiment 2 tend to search from the top to the bottom of the screen. When we regress the order in which an object is selected on its position on screen, we find that the average screen position is significantly higher (i.e. further down the screen) for later selections. ${ }^{17}$ This relationship is more pronounced for choice sets with simple, rather than complex objects. ${ }^{18}$

To assess whether subjects search from top to bottom (TB), we calculate the fraction of observations that are consistent with this search order - in other words, the fraction of observations for which objects selected later appear further down the screen. A subject is categorized as being a TB searcher if this HM index for their search order is in the 95 th percentile of a benchmark

[^8]distribution constructed using random search orders. With this criterion, 53 percent of subjects in experiment 2 are well described by TB search.

While the search order HM index is determined independently of a subject's performance, we find that TB searchers do worse when the best object appears further down the screen. When we regress whether a subject found the best option onto the screen location of the best option, the coefficient is negative $(-0.03)$ and significant at the 1 percent level for TB searchers, but is smaller in magnitude ( -0.01 ) and insignificant at the 10 percent level for those not classified as TB searchers.

For subjects that are strict TB searchers, sequential search has particularly strong implications. Thus far, we have assumed that we only know an object has been searched if it has been chosen at some point. However, if a strict TB searcher at some point selects the object at a certain screen position, then they must have searched all objects in screen positions above it. For example, if the object in position 10 is selected, then the objects in positions 1 to 9 must have been searched through as well. In this case, the test for sequential search is whether or not, at any given time, the value of the currently chosen object is higher than all the objects that fall earlier in the assumed search order.

In the low complexity choice environment, we find that subjects classified as TB searchers behave in line with this strict form of sequential search in about 92 percent of cases. They also do significantly better in this test than subjects that we do not classify as TB. ${ }^{19}$ However, even those we categorize as TB searchers violate this condition in about 42 percent of cases for more complicated choice sets. This suggests that, in more complicated choice sets, even subjects who generally search from top to bottom may not fully examine all of the objects along the way.

In addition to TB search, experiment 3 enables us to explore whether or not object complexity impacts search order. We find not only that subjects in general search the screen from top to bottom, but also from simple to complex objects. ${ }^{20}$ We define a subject in this experiment to be a "Simple-Complex" (SC) searcher if they have a corresponding HM index above the 95th percentile of random search orders. Eight subjects are categorized as both TB and SC searchers, six as just TB searchers, three as just SC searchers. Only three subjects could be categorized as neither.

## V. Choice Process and Standard Choice Data

The choice process experiment has incentives that are different from those operating in a standard choice environment. To understand the impact that these incentives have on decisions, we characterize optimal stopping strategies in a sequential search model that covers both the standard experiment and the choice process experiment. We also explore behavioral differences between experiments. In this respect we take advantage of the fact that, in experiment 1 , subjects were able to, and indeed did, select options prior to hitting the submit button and finalizing their choices. ${ }^{21}$ We can use these intermediate clicks to test our search models in the standard choice environment of experiment 1 , just as we did in experiment 2.

## A. Condition 1 in Experiment 1

We use the intermediate choice data from experiment 1 to explore evidence for Condition 1, the sequential search condition, in the standard choice environment. These tests indicate that if

[^9]anything, data from the standard choice environment are more in line with sequential search than choice process data. Indeed, there are even fewer violations of Condition 1 in experiment 1 ( 8 percent of rounds with a violation) than there were in experiment 2 ( 10 percent of rounds with a violation). Once again there was little effect of either complexity or choice set size on conformity with Condition 1.

## B. A Model of Optimal Search

Given that Condition 1 applies generally in both experiments 1 and 2, we develop an optimizing model of sequential search that covers both experimental designs. The search cost is specified in utility terms, as in Gabaix et al. [2006]. The DM is an expected utility (EU) maximizer with a utility function $u: X \rightarrow \mathbb{R}$ on the choice set $X$. We endow the searcher with information on one available option at time $t=0$, a period in which no choice is to be made. We normalize $u: X \rightarrow \mathbb{R}$ so that the endowed prize has an EU of zero. At each subsequent time $1 \leq t \leq T$, the DM faces the option of selecting one of the options already searched, or examining an extra option and paying a psychological search cost $\kappa>0$ (in EU units). The agent's search strategy from any nonempty finite subset $A \subset X$ is based only on the size $M$ of the set of available objects in $A$, not the identities of these objects. Each available prize is assumed ex ante to have a utility level that is independently drawn from some distribution $F(z)$, as in our experiment. There is no discounting.

To break the otherwise rigid connection between time and the number of objects searched, we introduce parameter $q \in(0,1)$ as the probability that searching an object in hand for one period will result in its identity being known. If this does not happen, the same geometric probability applies in the following periods. Once search stops, the agent must choose one of the identified objects. ${ }^{22}$

To match the choice process experimental design, we allow for the possibility that search after time $t \geq 1$ will have no impact on the actual selection. We let the non-increasing function $J(t)$ identify the probability that the search from time $t$ on will actually impact choice. In the standard choice environment, $J(t)$ is constant at 1 , while in the choice process environment $J(0)=1$, $J(t)-J(t+1)>0$ for $1 \leq t \leq T-1$ and $J(T+1)=0$ (where $T=120$ seconds).

Our characterization of the optimal search strategy is straight forward, and the proof is available in the online appendix.
THEOREM 1: For any time $t, 1 \leq t \leq T$, define the reservation utility level $u^{R}(t)$ as the unique solution to the equation,

$$
\begin{equation*}
\int_{u^{R}(t)}^{\infty}[z-x] d F(z)=\frac{\kappa}{q J(t)} \tag{1}
\end{equation*}
$$

It is uniquely optimal to stop search and select the best prior object searched of utility $\bar{u}_{t-1}$ if $\bar{u}_{t-1}>u^{R}(t)$, to continue search if $\bar{u}_{t-1}<u^{R}(t)$, with both strategies optimal if $\bar{u}_{t-1}=u^{R}(t)$.

In the standard choice environment, $J(t)=1$ for all $t$. Theorem 1 implies that the optimal strategy is a fixed reservation level $\bar{u}^{R}$ defined as the solution to the following equation:

$$
\begin{equation*}
\int_{\bar{u}^{R}}^{\infty}\left(z-\bar{u}^{R}\right) d F(z)=\frac{\kappa}{q} \tag{2}
\end{equation*}
$$

[^10]This reservation level is decreasing in the cost of search $\kappa$, but is invariant to both the size of the choice set and the number of options that remain unsearched.

In the choice process environment, $J(t)$ is decreasing. Theorem 1 therefore implies that the optimal strategy is defined by a declining reservation level that depends only on $J(t)$, not the size of the choice set or the number of remaining alternatives. For any time $t>0$, the reservation level in the choice process environment will be below the level in the equivalent standard choice environment. This result is intuitive: for any $t>0$, the probability of further search affecting the outcome is higher in the standard choice environment than the choice process environment.

## C. Stopping Rules in Experiments 1 and 2

The theoretical model suggests that, if anything, standard choice data should be better explained by the satisficing model than the choice process data. We begin by repeating the analysis of section III to determine whether this is the case. We find that the standard choice experiments are indeed well explained by a fixed reservation rule. Figure 6 recreates the analysis of figure 4, and suggests that a reservation stopping rule broadly describes the aggregate data. Table 4 shows that the estimated reservation levels for the standard choice data exhibit the same comparative statics as do those for the choice process data. ${ }^{23}$ Table 5 shows that the estimated HM indices for these reservation levels in the standard choice data are roughly similar for lower complexity and smaller for higher complexity. ${ }^{24}$ This suggests that there is little qualitative distinction between behavior in the standard choice and choice process environments.

Figure 6. Average value by switch (Experiment 1)

TAble 4-Estimated reservation levels (EXPERIMENT 1 and Experiment 2)

| Set size |  | Complexity |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Choice process | 3 |  |  | 7 |  |
| 20 | Standard choice | 10.05 | $(0.22)$ | 6.34 | $(0.50)$ |  |
|  | Choice process | 11.22 | $(0.11)$ | 8.41 | $(0.20$ |  |
| 40 | Standard choice | 11.73 | $(0.16)$ | 8.39 | $(0.12)$ |  |
|  | Choice process | 15.15 | $(0.10)$ | 10.07 | $(0.09)$ |  |
|  | Standard choice | 16.38 | $(0.13)$ | 10.39 | $(0.12)$ |  |

Note: Standard errors in parenthesis

The optimal stopping model suggests that there should be two differences between the standard choice data and the choice process data. First, reservation levels should be lower in the choice process environment than in the standard choice environment. Table 4 suggests that this is broadly so for the sample pursuing reservation strategies (HM index above 0.5). As table 4

[^11]Table 5—Aggregate HM indices for reservation-based search (EXperiment 1)

|  | Complexity |  |
| :---: | :---: | :---: |
| Set size | 3 | 7 |
| 10 | 0.94 | 0.74 |
| 20 | 0.83 | 0.74 |
| 40 | 0.77 | 0.73 |

shows, the reservation utility is lower in experiment 1 than in experiment 2 in four of six treatments. This difference is significant in only two cases, and in both cases experiment 1 has the lower reservation level. Lower reservation levels could also explain why subjects in the choice process experiment finished searching more quickly than those in the standard choice environment.

While differing incentives could explain why final choice performance is worse in the choice process environment than in the standard choice environment, another possibility is more mundane - experiment 2 had a time limit while experiment 1 did not. Experiment 4 allows us to determine which of these is the case, as it replicates the pure choice environment of experiment 1 , but with a 2 minute time limit. The results suggest that the time limit is responsible for some, but not all of the difference. The average failure rate across all treatments is 33.7 percent for the standard choice experiment, 39.5 percent in the standard choice with time limit experiment, and 43.6 percent in the choice process experiment. ${ }^{25}$ The difference in incentives does appear to impact performance in experiment 2 relative to that in experiment 1 , over and above the effect of the time limit.

The theoretical model shows that, while a fixed reservation strategy is optimal in the standard choice data case, a declining reservation strategy is optimal in the choice process environment. We use a revealed preference approach to test for the possibility of a declining reservation level. The revealed preference implication of a declining reservation level is straightforward. If a subject stops searching and chooses an object $x$ at time $t$, but continues searching having found object $y$ at time $s>t$, it must be the case that $x$ is preferred to $y$. This is because the value of $x$ must be above the reservation value at time $t$, which is in turn above the reservation level at time $s$. Moreover, the value of $y$ must be below the reservation level at time $s$ as search is continuing. Thus $x$ must be preferred to $y$. In contrast, the revealed preference implication of a fixed reservation level is that $x$ is preferred to $y$ if search stops with $x$ at some time $t$ but continues with $y$ at some time $s$, regardless of the relationship between $t$ and $s$. Note that the fixed reservation model is a special case of the declining reservation model.

Armed with these observations, we can ask whether the declining reservation model helps to explain more of the choice process data than the fixed reservation model, by asking how many times the relevant revealed preference condition is violated. We classify data as violating a particular revealed preference condition if option $x$ is revealed preferred to option $y$, but the value of $y$ is greater than the value of $x$. It turns out that the declining reservation model does not offer a better description of choice process data. While the declining reservation model by definition has fewer violations in absolute terms, the proportion of observations that violate revealed preference is higher -24 percent for the fixed reservation model versus 32 percent for the declining reservation. Thus, our revealed preference approach finds little evidence that our subjects are responding to the choice process environment by implementing a declining reservation strategy.

[^12]
## D. Comparing Behavior across Treatments

Assuming that search costs are higher for more complex objects, our model of optimal search implies that reservation utility should be lower in the higher complexity environment. It implies also that optimal reservation levels are independent of the size of the choice set. The comparative statics properties of our experimentally estimated stopping rules do not align perfectly with those of the optimal stopping rule. While subjects reduce their reservation level in response to higher search costs, they also tend to increase their reservation level as the size of the choice set increases.

One possible reason for this discrepancy is that subjects may be searching "too much" in larger choice sets relative to smaller ones. This may relate to findings from the psychology and experimental economics literature that show that people may prefer smaller choice sets (Iyengar and Lepper [2000], Seuanez-Salgado [2006]). ${ }^{26}$ It is also possible that satisficing is followed as a rule of thumb, as Simon [1955] suggested. In the more everyday context with unknown object values, subjects may search more in larger sets in order to refine their understanding of what is available. They may then import this behavior into the experimental lab, despite being fully informed about the distribution of object values.

## VI. A Pure Random Error Model

Our explanation for subjects' failure to pick the objectively best option is based on incomplete sequential search. However, another possibility is that these failures result from calculation errors - subjects search the entire choice set but make errors when evaluating each option. In order to test this alternative explanation, we consider a simple model of complete search with calculation errors. We put a simple structure on the error process - subjects are modeled as if they see the true value of each object with an error that is drawn independently from an extreme value distribution. The mode of this distribution is 0 , and the scale factor on the error term is allowed to vary with complexity level and set size. With these assumptions, we can estimate the scale factor for each treatment using logistic regression. Specifically, we find the scale factor that best predicts the actual choice in each choice set. ${ }^{27}$ We allow for scale factors to differ between treatments.

Table 6 shows the estimated standard deviations from the calculation error model. This provides the first piece of evidence to suggest that the calculation error model is implausible. In large and complicated choice sets, the standard deviation needed to fit the data becomes very large for example, in the size 40 , complexity 3 treatment, the range between minus one and plus one standard deviation is around $\$ 7$, while the mean value of our choice objects is just $\$ 4$.

Despite these large standard deviations, the calculation error model significantly underpredicts both the frequency and magnitude of our subjects' losses, as shown in table 7. ${ }^{28}$ The prediction of subject performance under the estimated calculation error model was based on 1,000 simulations of each observed choice set, in which a draw from the estimated distribution was added to the value of each option and the object of highest total value was identified as being chosen.

A final problem with the calculation error model is that it should lead to far more violations of sequential search than we in fact observe. Were subjects to be making calculation errors of

[^13]TABLE 6-Estimated standard deviations (in dollars) For the calculation error model (experiMENT 1 AND EXPERIMENT 2)

| Set size |  | Set size |  |
| :---: | :---: | :---: | :---: | |  | Complexity |  |
| :---: | :---: | :---: |
| 10 | Choice process | 1.91 |
| 20 | Standard choice | 1.93 |
|  | Choice process | 2.85 |
|  | Standard choice | 2.34 |
| 40 | Choice process | 3.54 |

TABLE 7-PERFORMANCE OF ACTUAL Choices and Simulated choices using the calculation error MODEL (EXPERIMENT 2)

| Failure rate (percent) |  |  |  |
| :---: | :---: | :---: | :---: |
| Set size | Set size | Complexity |  |
|  | Actual choices | 11.38 | 76.53 |
|  | Simulated choices | 8.35 | 32.47 |
| 20 | Actual choices | 26.03 | 58.72 |
|  | Simulated choices | 20.13 | 37.81 |
| 40 | Actual choices | 37.95 | 80.86 |
|  | Simulated choices | 25.26 | 44.39 |
| Absolute loss (dollars) |  |  |  |
| Set size | Set size | Complexity |  |
| 10 | Actual choices | 0.42 | 7 |
|  | Simulated choices | 0.19 | 1.89 |
| 20 | Actual choices | 1.62 | 4.51 |
|  | Simulated choices | 0.62 | 1.78 |
| 40 | Actual choices | 2.26 | 8.30 |
|  | Simulated choices | 0.75 | 2.48 |

the magnitude required to explain final choices, we would expect to see them switch to worse objects more often than they do. We demonstrate this in figure 7. For this figure, the prediction of subject performance under the estimated calculation error model is based on simulations of choice process data assuming that values are observed with treatment-specific error. ${ }^{29}$ Note that

[^14]Figure 7. Comparison of the proportion of switches to larger value for actual data and simuLATED DATA FROM CALCULATION ERROR MODEL (EXPERIMENT 2)
the predicted success rates for the calculation error model lie below the lower bounds of the 95 percent confidence interval bars for all treatments.

## VII. Concluding Remarks

We introduce a choice-based experiment that bridges the gap between revealed preference theory and the theory of search. We use it to classify search behaviors in various decision making contexts. Our central finding concerns the prevalence of satisficing behavior. Models of sequential search based on achievement of context dependent reservation utility closely describe our experimental data, suggesting the value of the search theoretic lens in systematizing our understanding of boundedly rational behavior.
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Figure 1: A typical choice round


Figure 2: Distribution of HM indices for actual and random data (experiment 2)



Figure 3: Proportion of final choices where the best option was found and largest proportion of selections to higher value (experiment 2)
Panel A: Best option found


Panel B: Higher value selected


| Figure 4: Average value by selection (experiment 2 ) |  |  |  |
| :---: | :---: | :---: | :---: |
|  | 10 Options, Complexity 3 |  | 10 Option, Complexity 7 |
| $\frac{e_{5}^{15}}{\overbrace{10}}$ |  | $\frac{e_{5}^{15}}{y_{5}^{15}}$ |  |
| 20 Options, Complexity 3 |  |  | 20 Options, Complexity 7 |
|  |  |  |  |
| 40 Options, Complexity 3 |  |  | 40 Options, Complexity 7 |
|  |  | - | $\stackrel{2}{\text { Selection number }}$ |


| Figure 5: Average time by switch (experiment 2 ) |  |  |  |
| :---: | :---: | :---: | :---: |
|  | 10 Options, Complexity 3 |  | 10 Options, Complexity 7 |
| $\left.\begin{array}{c} 80 \\ 70 \\ 60 \\ 50 \\ \stackrel{D}{5}_{50} \\ 30 \\ 20 \\ 20 \end{array}\right]$ |  |  |  |
| 20 Options, Complexity 3 |  |  | 20 Options, Complexity 7 |
|  |  |  |  |
| 40 Opions, Complexity 3 |  |  | 40 Options, Complexity 7 |
|  |  |  |  |



Figure 7: Comparison of the proportion of switches to larger value for actual data and simulated data from calculation error model (experiment 2)


Note: Interval bars represent 95 percent confidence intervals
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#### Abstract

With complete information, choice of one option over another conveys preference. Yet when search is incomplete, this is not necessarily the case. It may instead reflect unawareness that a superior alternative was available. To separate these phenomena, we consider non-standard data on the evolution of provisional choices with contemplation time. We characterize precisely when the resulting data could have been generated by a general form of sequential search. We characterize also search that terminates based on a reservation utility stopping rule. We outline an experimental design that captures provisional choices in the pre-decision period.
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## 1 Introduction

In principle, incomplete information can explain apparent deviations from utility maximizing behavior: decision makers (DMs) may choose an inferior over a superior alternative if they are not aware that the superior one is available. Yet traditional decision theory focuses exclusively on situations in which choice of one option over another reflects an underlying preference. This "revealed preference" approach breaks down when information is incomplete.

[^15]In contrast with decision theory, search theory is premised on incomplete information [Stigler 1961]. Given the tension between the principle of revealed preference in standard decision theory and search theory, it is understandable that there are few linkages between them.

We develop a unified theoretical and experimental framework to help bridge the gap between search theory and the principle of revealed preference by characterizing models of choice which incorporate the process of information search. We first consider a model of "alternative-based" search (ABS), in which the DM searches sequentially through the available options, comparing searched options in full according to a fixed utility function. We consider also "reservation-based" search (RBS), a refinement of ABS under which the DM searches until an object is identified with utility above a fixed reservation level.

While ABS and RBS represent important classes of search behavior, neither provides testable restrictions for standard choice data. Without additional ad hoc assumptions, any pattern of final choice is rationalizable with either model. We therefore consider a richer data set, which we call "choice process" data, with which to test the models. These data convey not only the final option that the DM selects, but also how their choice changes during the period of contemplation prior to making the final selection. ${ }^{1}$ By so enriching the data we are able to characterize whether or not incomplete information and search can explain apparent violations of utility maximization.

The key to the axiomatic characterization of the ABS and RBS models is understanding what type of behavior implies a revealed preference in the context of each model. In neither case does final choice of one object over another necessarily indicate preference as the decision maker may be unaware of the unchosen object. However, in both cases, a DM who changes their choice from one object to another is interpreted as preferring the later-chosen object. The necessary and sufficient condition for the ABS model to hold is that this information must be "consistent", in the sense of being acyclic. Under the RBS model, there may be additional revealed preference information in the final choice itself, as in a set comprising objects all of which are below reservation utility, search must be complete.

The ABS and RBS models both treat search order as unobservable. This makes it natural to develop stochastic variants, given that search order is not a priori fixed and that there is no reason to believe that search from a given set will always take place in the same order. The stochastic versions

[^16]of ABS and RBS are developed in section 4. While stochasticity adds to the technical intricacy of the model, there is no conceptual difference between the deterministic and the stochastic cases: the stochastic results are precise analogs of their deterministic counterparts.

The process of information search provides one particular channel by which choice can be affected by seemingly unimportant features of the environment, such as the positioning of objects on the screen, or in a shop. This in turn could lead to behavioral phenomena such as framing effects, status quo bias and stochastic choice. Our models imply that, when driven by search, these phenomena will have distinctive patterns. For example, if stochastic choice is driven by RBS and random search order, choice is random amongst choice sets consisting of above-reservation items, but deterministic in sets containing only below-reservation items. Characterizations in this spirit of framing effects, status quo bias and stochastic choice are in section 5. To be clear, our approach to these phenomena does not well describe several of the most well-studied cases.

The unified approach to theory and experiment that we take in this paper rests on two key premises.

1. PREMISE 1: ABS and RBS represent broad styles of search that may be undertaken in a wide variety of different decision making environments.
2. PREMISE 2: It is conceptually and experimentally feasible to collect data on the evolution of "intended" choice with contemplation time. ${ }^{2}$

With regard to the first premise, we study ABS and RBS because we see them as broad search modes that are of particular interest. We think that ABS-style search is a natural way to model search behavior in many environments - particularly when there is a cost of switching attention from one alternative to another, or if items can only be understood in their entirety. It is also the canonical model of search within economics: search is alternative-based in most labor market models, as well as Stigler [1961]'s model of price search, and Simon [1955]'s boundedly rational model of search. In addition to its central role in the theoretical canon, there is also experimental evidence suggesting that ABS may be a good description of search in some environments (e.g.

[^17]Reutskaja et al. [2008] and Payne, Bettman and Johnson [1988, 1993]). Similarly, we see RBS as a natural first model of search termination. It is the stopping rule suggested by Simon [1955] in his work on satisficing, and it also bears an interesting relationship with optimal search in certain environments. ${ }^{3}$

With regard to the second premise, in section 6 we outline an experimental design that data on the evolution of provisional choices with contemplation time. Subjects are presented with a collection of objects from which they must choose. They can select an option at any time by clicking on it, and change their selection as many times as they like. The key to the experimental design is that the subject's choice is not recorded at the point at which they press the finish button, but at a randomly selected time unknown to the subject. This ensures that it is in the interest of the subject to always keep selected their currently preferred option. As detailed in section 6, Caplin, Dean, and Martin [2009] conduct a proof-of-principle experiment in which both ABS and RBS are broadly supported.

While important, ABS and RBS are not universally applicable. There are other modes of search available, such as those in which objects are compared on an attribute-by-attribute basis. Hence ABS may be more prevalent in environments in which there are high costs to switching among searched objects (for example, if the items of search were in different physical locations), or where alternatives are best understood holistically (for example a written description of a financial contract). In contrast, if it is easy to compare different alternatives on the same dimension, we might expect ABS to be a poor description of behavior. ABS also appears less intuitively compelling in when objects are easy to identify, yet difficult to compare. In such less favorable contexts, our tests provide formal tools for understanding how the environment impacts search style, which in turn may impact the nature and extent of incomplete information.

We see our approach as complementary to other attempts to use novel data to understand information search based on eye tracking or Mouselab [e.g. Payne, Bettman and Johnson, 1993; Gabaix et al., 2006, Reutskaja et al. 2008]. These approaches make aspects of the search process observable, yet do not connect these intermediate acts of search with their implications for choice.

[^18]In comparison, choice process data misses out on potentially relevant visual and other cues on search behavior, but captures the moment at which the search that has been undertaken changes the DM's assessment of the best option thus far encountered. ${ }^{4}$ The connection of eye tracking and Mouselab data with standard theories of choice has yet to be characterized.

In the theoretical literature, Salant and Rubinstein [2006] also focus on data enrichment. They study choices made from sets presented in "list" order. In their main result, they assume that the order of the list is known to an outside observer, effectively making the order of search observable. In this setting, they characterize a choice procedure by which the list order is only used to break ties in the case of indifference. The tie can be broken either by choosing the first or last of the optimal objects in the list. By contrast, we treat search order as unobservable, and assume that people may not fully examine the available set.

Ours is not the first or only effort to bridge the gap between decision theory and search theory. An alternative approach is to identify restrictions on more standard choice data deriving from particular search procedures. Masatlioglu and Nakajima [2009] characterize choices that result when the search path that is adopted depends only on an initial (externally observable) reference point. Ergin [2003], Manzini and Marrioti [2007], and Ergin and Sarver [2009] also characterize the implications for standard choice of various decision making procedures that produce incomplete information. Masatlioglu, Nakajima and Ozbay [2009] identify objects that a decision maker is actively considering by assuming that the removal of unconsidered objects cannot affect choice. We believe that these various approaches are all worth pursuing, and that the intensification of interest among decision theorists in incomplete consideration of options is overdue. ${ }^{5}$

[^19]
## 2 Alternative Based Search: The Deterministic Case

### 2.1 The Choice Process

In order to characterize our models of search, we use an enriched data set we call choice process data. Rather than recording only the alternative that is finally chosen by the DM, choice process data tracks how choice evolves with contemplation time. As such, choice process data comes in the form of sequences of observed choices. Let $X$ be a nonempty finite set of elements representing possible alternatives, with $\mathcal{X}$ denoting non-empty subsets of $X$. Let $\mathcal{Z}$ be the set of all infinite sequences from $\mathcal{X}$ with generic element $Z=\left\{Z_{t}\right\}_{1}^{\infty}$ with $Z_{t} \in \mathcal{X} / \emptyset$ all $t \geq 1$. For $A \in \mathcal{X}$, define $\mathcal{Z}_{A} \subset \mathcal{Z}$ to comprise all such sequences selected from $A$,

$$
\mathcal{Z}_{A}=\left\{Z \in \mathcal{Z} \mid Z_{t} \subset A \text { all } t \geq 1\right\} .
$$

Definition 1 (deterministic) choice process $(X, C)$ comprises a finite set $X$ and a function, $C: \mathcal{X} \rightarrow \mathcal{Z}$ such that $C(A) \in \mathcal{Z}_{A} \forall A \in \mathcal{X}$.

Given $A \in \mathcal{X}$, choice process data assigns not just final choices (a subset of $A$ ), but a sequence of such choices, representing the DM's choices after considering the problem for different lengths of time. We let $C_{A}$ denote $C(A)$ and $C_{A}(t) \in A$ denote the $t$-th element in the sequence $C_{A}$, with $C_{A}(t)$ referring to the objects chosen after contemplating $A$ for $t$ periods. Choice process data represents a relatively small departure from standard choice data, in the sense that all observations represent choices, albeit constrained by time.

### 2.2 ABS

Our first model captures the process of sequential search with recall, in which the DM evaluates an ever-expanding set of objects, choosing at all times the best object thus far identified. We say choice process data has an alternative-based search (ABS) representation if there exists a utility function and a non-decreasing search correspondence for each choice set such that what is chosen at any time is utility-maximizing in the corresponding searched set. To define this, we introduce $\mathcal{Z}^{N D} \subset \mathcal{Z}$, the non-decreasing sequences of sets in $\mathcal{Z}$,

$$
\mathcal{Z}^{N D}=\left\{Z \in \mathcal{Z} \mid Z_{t} \subset Z_{t+1} \text { all } t \geq 1\right\}
$$

Definition 2 Choice process $(X, C)$ has an $\boldsymbol{A B S}$ representation $(u, S)$ if there exists a utility function $u: X \rightarrow \mathbb{R}$ and a search correspondence $S: \mathcal{X} \rightarrow \mathcal{Z}^{N D}$, with $S_{A} \in \mathcal{Z}_{A}$ all $A \in \mathcal{X}$, such that,

$$
C_{A}(t)=\arg \max _{x \in S_{A}(t)} u(x)
$$

The ABS model describes a DM who always chooses the best objects that they have searched. As time passes, objects are either searched, and so in $S_{A}(t)$, or not searched. All objects that are searched are compared in full according to a fixed utility function. Since the DM is assumed to recall all past searches, $S_{A}(t)$ is non-decreasing and the choice made by the DM weakly improves over time. It is this assumption that gives the concept of ABS empirical traction. Note that the ABS model makes no assumptions concerning how or why a decision maker decides to stop searching there is no restriction on how the function $S$ behaves in the limit. There is also no restriction on the first object searched, since it may be the only object identified.

Given that final choice of $x$ over $y$ is unrevealing with incomplete search, the ABS characterization relies on an enriched notion of revealed preference. To understand the required enrichment, it is useful to consider behavioral patterns that contradict ABS. To describe these patterns we use the notation $C(A)=B_{1} ; B_{2} ; \ldots ; B_{n}$ ! with $B_{i} \subset A$ to indicate that the sets $B_{1}, \ldots, B_{n}$ are chosen sequentially from $A$, with $B_{n}$ being the final choice. We can readily identify four patterns of choice process data that contradict ABS. ${ }^{6}$

- $C^{\alpha}(\{x, y\})=x ; y ; x$ !
- $C^{\beta}(\{x, y\})=x ;\{x, y\} ; y$ !
- $C^{\gamma}(\{x, y\})=y ; x!; C^{\gamma}(\{x, y, z\})=x ; y$ !
- $C^{\delta}(\{x, y\})=y ; x!; C^{\delta}(\{y, z\})=z ; y!; C^{\delta}(\{x, z\})=x ; z$ !
$C^{\alpha}$ contains a preference reversal: the DM first switches to $y$ from $x$. As $y$ has been chosen by the DM , it must be in the searched set when they choose $x$, implying that $x$ is preferred to $y$. However, the DM then switches back to $y$, indicating that $y$ is preferred to $x . C^{\beta}$ involves $y$ first being revealed indifferent to $x$, as $x$ and $y$ are chosen at the same time. Yet later $y$ is revealed to be strictly preferred to $x$ as $x$ is dropped from the choice set. In $C^{\gamma}$ the direction in which preference

[^20]is revealed as between $y$ and $x$ changes between the two element and three element choice set. $C^{\delta}$ involves an indirect cycle, with separate two element sets revealing $x$ as preferred to $y, y$ as preferred to $z$, and $z$ as preferred to $x$.

As these examples suggest, the appropriate notion of strict revealed preference in the case of ABS is based on the notion of alternatives being replaced in the choice sequence over time. A DM who switches from choosing $y$ to choosing $x$ at some later time is interpreted by the ABS model as preferring $x$ to $y$. As search is non-decreasing, the DM must be aware of $y$ when they choose $x$. Thus the choice of $x$ over $y$ indicates revealed preference. Similarly, if we ever see $x$ and $y$ being chosen at the same time, it must be that the DM is indifferent between the two alternatives. We capture the revealed preference information implied by the ABS model in the following binary relations.

Definition 3 Given choice process $(X, C)$, the symmetric binary relation $\sim$ on $X$ is defined by $x \sim y$ if there exists $A \in \mathcal{X}$ such that $\{x, y\} \subset C_{A}(t)$ some $t \geq 1$. The binary relation $\succ^{C}$ on $X$ is defined by $x \succ^{C} y$ if there exists $A \in \mathcal{X}$ and $s, t \geq 1$ such that $y \in C_{A}(s), x \in C_{A}(s+t)$ but $y \notin$ $C_{A}(s+t)$.

For a choice process to have an ABS representation it is necessary and sufficient for the revealed preference information captured in $\succ^{C}$ and $\sim$ to be consistent with an underlying utility ordering. Our characterization of ABS therefore makes use of Lemma 1, a standard result which captures the conditions under which an incomplete binary relation can be thought of as reflecting some underlying complete pre-order. ${ }^{7}$ Essentially, we require the revealed preference information to be acyclic.

Lemma 1 Let $P$ and $I$ be binary relations on a finite set $X$, with $I$ symmetric, and define $P I$ on $X$ as $P \cup I$. There exists a function $v: X \rightarrow \mathbb{R}$ that respects $P$ and $I$ :

$$
\begin{aligned}
x P y & \Longrightarrow v(x)>v(y) \\
x I y & \Longrightarrow v(x)=v(y)
\end{aligned}
$$

if and only if $P$ and $I$ satisfy $\boldsymbol{O W C}$ (only weak cycles): given $x_{1}, x_{2}, x_{3}, . ., x_{n} \in X$ with $x=$ $x_{1} P I x_{2} P I x_{3} . . P I x_{n}=x_{1}$, there is no $k$ with $x_{k} P x_{k+1}$.

[^21]Armed with this result, we establish in theorem 1 that the key to existence of an ABS representation is for $\succ^{C}$ and $\sim$ to satisfy OWC. ${ }^{8}$ This OWC condition is closely related to the standard strong axiom of revealed preference. It is readily testable, and various metrics have been developed to measure how close a data set is to satisfying such conditions (see Dean and Martin [2009] for a review). Corollary 1 , which is essentially immediate, characterizes equivalent representations of a choice process for which $\succ^{C}$ and $\sim$ satisfy OWC.

Theorem 1 Choice process $(X, C)$ has an ABS representation if and only if $\succ^{C}$ and $\sim$ satisfy OWC.

Proof. By lemma 1, the result is equivalent to establishing that ( $X, C$ ) admits an ABS representation if and only if there exists a function $v: X \rightarrow \mathbb{R}$ that respects $\succ^{C}$ and $\sim$ in the sense of the lemma. Certainly, if an ABS representation $(u, S)$ exists, $x \sim y$ implies $u(x)=u(y)$ since both achieve the same maximum, while if $x \succ^{C} y$, then $u(x)>u(y)$ follows from $y \in C_{A}(s) \subset S_{A}(s) \subset$ $S_{A}(s+t)$ with $t \geq 1$ in which $u(x)$ is maximal, while $u(y)$ is not. Conversely, if a function $v: X \rightarrow \mathbb{R}$ exists that respects $\succ^{C}$ and $\sim$ on $X$, we can define the expanding correspondence $S^{*}: \mathcal{X} \times \mathbb{N} \rightarrow \mathcal{X}$ by,

$$
S_{A}^{*}(t)=\cup_{s \leq t} C_{A}(s)
$$

To show that $\left(v, S^{*}\right)$ form an ABS representation of $(X, C)$, we show that $C_{A}(t)$ comprises all elements maximal in $S_{A}^{*}(t)$ according to $v: X \rightarrow \mathbb{R}$. Note that if $x \in C_{A}(t)$, then $x \succ^{C} y$ or $x \sim y$ all $y \in S_{A}^{*}(t)$, whereupon $v(x) \geq v(y)$ follows from the fact that $v$ respects $\succ^{C}$ and $\sim$ on $X$. Conversely, suppose that we can find $x \in S_{A}^{*}(t)$ satisfying $v(x) \geq v(y)$ all $y \in S_{A}^{*}(t)$ but with $x \notin C_{A}(t)$. In this case, all $y \in C_{A}(t)$ satisfy $y \succ^{C} x$, implying that $v(y)>v(x)$, which contradiction completes the proof.

[^22]Corollary 1 Utility function $v: X \rightarrow \mathbb{R}$ and search correspondence $S: \mathcal{X} \rightarrow \mathcal{Z}^{N D}$ form an $A B S$ representation of $(X, C)$ if

1. $v$ respects $\succ^{C}$ and $\sim$;
2. $\cup_{s \leq t} C_{A}(s) \subseteq S_{A}(t) \subseteq C_{A}(t) \cup\left\{x \in X \mid v(x)<v(y), y \in C_{A}(t)\right\}$ for all $A \in \mathcal{X}, t \in \mathbb{N}$.

Note from corollary 1 that there are strong limits to what can be said about search order. It characterizes representations as involving a utility function $v$ that respects $\succ^{C}$ and $\sim$ on $X$, a search correspondence $S$ that must include at least all objects which have been chosen from all sets $A$ at times $s \leq t$, and that may also contain any additional elements that have utility strictly below that associated with chosen objects according to $v$. Hence all that can be definitely asserted is that items rejected along the path were searched. Items that are never chosen may or may not have been searched. This implies that the more switches there are between objects in the choice process data, the more restricted is the search order. ${ }^{9}$

Given that a utility function $v: X \rightarrow \mathbb{R}$ can form the basis for an ABS representation, note that any strictly increasing transform of $v$ will still form an ABS representation in combination with precisely the same set of search correspondences. However, we can also change the function $v$ in non-monotonic ways that do not contradict the information in $\succ^{C}$ and $\sim$. For example, if $X=\{a, b, c\}$, and $\succ^{C}$ contains only $\{(a, b),(c, b)\}$, while $\sim$ is empty, the consistent utility functions do not restrict the ranking of $a$ against $b$, so that non-monotonic changes to the utility function may still form part of an ABS representation. However, corollary 1 states, the upper bound on what may be contained in $S_{A}(t)$ is determined by the set of objects that have utility lower than those being chosen from $A$ at time $t$. Thus, non-monotonic changes in the utility function may change the set of permissible search functions.

[^23]
## 3 Reservation Based Search: The Deterministic Case

Since the ABS model says nothing about the stopping rule for search, we augment it with a simple "reservation utility" stopping rule in which search continues until an object is found which has utility above some fixed reservation level, whereupon it immediately ceases. ${ }^{10}$ We believe that RBS is an interesting model in its own right, as many of the search models currently used within economic fall into this category. These include search models in labor economics and industrial organization, as well as the satisficing procedure first introduced by Simon [1955].

The key to the empirical content of RBS is that one can make inferences as to objects that must have been searched even if they are never chosen. Specifically, in any set in which the final choice has below reservation utility, it must be the case that all objects in the set are searched. Hence final choices may contain revealed preference information.

Intuitively, an RBS representation is an $\operatorname{ABS}$ representation $(u, S)$ in which a reservation level of utility $\rho$ exists, and in which the above- and below-reservation sets $X_{u}^{\rho}=\{x \in X \mid u(x) \geq \rho\}$ and $X \backslash X_{u}^{\rho}$ play critical roles. Specifically, search stops if and only if an above-reservation item is discovered, so that search is complete if there are no above-reservation items in available. In order to capture this notion formally, we define $C_{A}^{L}=\lim _{t \rightarrow \infty} C_{A}(t)$, as the final choice the DM makes from a set $A \in \mathcal{X}$ as well as limit search sets $S_{A}^{L} \equiv \lim _{t \rightarrow \infty} S_{A}(t) \in \mathcal{X}$. Note that, for finite $X$, the existence of an ABS representation guarantees that such limits are well defined.

Definition 4 Choice process ( $X, C$ ) has a reservation-based search (RBS) representation ( $u, S, \rho$ ) if $(u, S)$ form an $A B S$ representation and $\rho \in \mathbb{R}$ is such that, given $A \in \mathcal{X}$,

R1 If $A \cap X_{u}^{\rho}=\emptyset$, then $S_{A}^{L}=A$.
R2 If $A \cap X_{u}^{\rho} \neq \emptyset$, then:
(a) there exists $t \geq 1$ such that $S_{A}(t) \cap X_{u}^{\rho} \neq \emptyset$;
(b) $S_{A}(t) \cap X_{u}^{\rho} \neq \emptyset \Longrightarrow S_{A}(t)=S_{A}(t+s)$ all $s \geq 0$.

[^24]Condition R1 demands that any set containing no objects above reservation utility is fully searched. Condition R2(a) demands that search must at some point uncover an element of the above-reservation set if present in the feasible set. Condition R2(b) states that search stops as soon as reservation utility is achieved.

It should be noted that the RBS model only refines the behavioral implications of the ABS model by demanding both R1 and R2. With R1 alone, the RBS model imposes no additional behavioral restrictions, as any data that admits an ABS representation would also satisfy R1 if we set the reservation utility $\rho$ such that $X_{u}^{\rho}=X$. Similarly, data that allows an ABS representation can also trivially satisfy R 2 alone by setting $\rho$ such that $X_{u}^{\rho}=\emptyset$.

As with the ABS model, the key to characterizing the RBS model is to understand the corresponding notion of revealed preference. As RBS is a refinement of ABS, it must be the case that behavior that implies a revealed preference under ABS also does so under RBS. However, the RBS model implies that some revealed preference information may also come from final choice, with sets that contain only below-reservation utility objects being completely searched.

The following cases that satisfy ABS but not RBS illustrate behaviors that must be ruled out:

- $C^{\alpha}(\{x, y\})=x ; y!; C^{\alpha}(\{x, z\})=x!; C^{\alpha}(\{y, z\})=z$ !
- $C^{\beta}(\{x, y\})=x ; y!; C^{\beta}(\{x, y, z\})=x$ !

In the first case, the fact that $x$ was replaced by $y$ in $\{x, y\}$ reveals the latter to be preferred and the former to be below reservation utility. Hence the fact that $x$ was chosen from $\{x, z\}$ reveals $z$ to have been searched and rejected as worse than $x$, making its choice from $\{y, z\}$ contradictory. In the second, the fact that $x$ is followed by $y$ in the choice process from $\{x, y\}$ reveals $y$ to be preferred to $x$, and $x$ to have utility below the reservation level (otherwise search must stop as soon as $x$ is found). The limit choice of $x$ from $\{x, y, z\}$ therefore indicates that there must be no objects of above-reservation utility in the set. However, this in turn implies that the set must be fully searched in the limit, which is contradicted by the fact that we know $y$ is preferred to $x$ and yet $x$ is chosen.

These examples indicate the additional revealed preference information inherent in the RBS model. Under an RBS representation, when a unique final choice is made from two objects $x, y \in X$
either of which has below reservation utility, then we can conclude that the chosen object is strictly preferred. To see this, suppose that $y$ has below reservation utility. In this case if it is chosen over $x$ it must be that $x$ was searched and rejected. Conversely, suppose that $x$ is chosen over $y$. In this case either $x$ is above reservation, in which case it is strictly preferred to $y$, or it is below reservation, in which case we know that the entire set has been searched, again revealing $x$ superior.

In order to use this insight to characterize when an RBS representation exists, we define a class of binary relations $\succ_{D}^{L}$ on $X$ for any set $D \in \mathcal{X}$. These binary relations capture the revealed preference information that would derive from final choice with $D$ as the set of below-reservation utility objects. These binary relations $\succ_{D}^{L}$ on $X$ are then united with the information from $\succ^{C}$ to produce the new binary relation $\succ_{D}^{R}$ which captures the revealed preference information from the RBS model under the assumption that $D$ is the below reservation set.

Definition 5 Given a choice process model $(X, C)$ and set $D \in \mathcal{X}$, the binary relation $\succ_{D}^{L}$ on $X$ is defined by $x \succ_{D}^{L} y$ if $\{x, y\} \cap D \neq \emptyset$, and there exists $A \in \mathcal{X}$ with $x, y \in A, x \in C_{A}^{L}$, yet $y \notin C_{A}^{L}$. The binary relation $\succ_{D}^{R}$ is defined as $\succ_{D}^{L} \cup \succ^{C}$, and $\succsim_{D}^{R}$ is defined as $\succ_{D}^{R} \cup \sim$.

To identify conditions for an RBS representation we focus on identifying objects that must be below-reservation utility in any possible representation. As a first step, we know that an object must have utility below the reservation level if we see a DM continue to search even after they have found that object. We call such an object non-terminal.

Definition 6 Given choice process $(X, C)$ define the non-terminal set $X^{N} \subset X$

$$
X^{N}=\left\{x \in X \mid \exists A \in \mathcal{X} \text { s.t. } x \in C_{A}(t) \text { and } C_{A}(t) \neq C_{A}(t+s) \text { some } s, t \geq 1\right\}
$$

Using this concept, Proposition 1 characterizes the below-reservation sets that admit an RBS representation. The result establishes that below reservation sets must satisfy three properties. First, they must contain all non-terminal elements. Second, they must be closed under $\succsim_{D}^{R}$ : if $x$ is below-reservation, and is revealed at least as good as $y$, then $y$ must also be below reservation. Third, $\succ_{D}^{R}$ and $\sim$ must satisfy condition OWC. We prove the proposition in appendix 1.

Proposition $1 A$ choice process model $(X, C)$ admits an $R B S$ representation with below reservation set $D$ if and only if:

1. $X^{N} \subset D$.
2. If $x \in D$ and $x \succsim_{D}^{R} y$, then $y \in D$.
3. $\succ_{D}^{R}$ and $\sim$ satisfy OWC.

A necessary and sufficient condition for an RBS representation is therefore that there is some set $D$ that satisfies these conditions. Note that if the third condition is satisfied for some set $D$, it will be satisfied for any $D^{*} \subset D$ : if $D^{*} \subset D$, then $\succ_{D}^{R}$ contains $\succ_{D^{*}}^{R}$, so that if $\succ_{D}^{R}$ (along with $\sim)$ satisfies OWC, then so will $\succ_{D^{*}}^{R}$. Thus the relevant necessary and sufficient condition is that the revealed preference information generated by the smallest below-reservation set that satisfies 1 and 2 satisfies OWC.

To identify such a set, we introduce the indirectly non terminal set. This is the set of object in $X$ that are either directly revealed as non-terminal, or are revealed as inferior to a non-terminal object.

Definition 7 Given choice process $(X, C)$ define the indirectly non-terminal set $X^{I N} \subset X$ as,

$$
X^{I N}=X^{N} \cup\left\{x \in X \mid \exists A \in \mathcal{X}, y \in X^{N} \text { with } x, y \in A \text { and } y \in C_{A}^{L}\right\} .
$$

It is clear that any below-reservation set must contain $X^{I N}:$ if $y \in X^{N}$ and $y$ is chosen from $A$, then the entire set must have been searched, revealing unchosen elements to be worse than $y$. However, it is also true that, if $\succ_{X^{I N}}^{R}$ and $\sim$ satisfy OWC, then $X^{I N}$ satisfies conditions 1 and 2. Thus, a choice process data admits of an RBS representation if and only $\succ_{X^{I N}}^{R}$ and $\sim$ satisfy OWC. Given its importance, we suppress the $X^{I N}$ subscript for preference relations defined using this below-reservation set (i.e. $\succ^{R}=\succ_{X^{I N}}^{R}$ ). We prove theorem 2 in appendix 1 .

Theorem 2 A choice process $(X, C)$ has an RBS representation if and only if $\succ^{R}$ and $\sim$ satisfy OWC.

The following corollary characterizes the set of equivalent RBS representations. First, one identifies all possible below reservation sets through proposition 1. Given such a set, which must include $X^{I N}$, one checks that the utility function respects the resulting revealed preference information. Finally, the search correspondence is constructed as it was in the ABS model in the period before search stops, with no further search allowed once an above reservation element is identified.

Corollary 2 A utility function $v: X \rightarrow \mathbb{R}$, reservation level $\rho$, and $S: \mathcal{X} \rightarrow \mathcal{Z}^{N D}$ form an $R B S$ representation of a choice process if and only if

1. $D=\{x \in X \mid v(x)<\rho\}$ satisfies the properties of proposition 1 .
2. $v$ respects $\succ{ }_{D}^{R}$ and $\sim$.
3. $\cup_{s \leq t} C_{A}(s) \subseteq S_{A}(t) \subseteq C_{A}(t) \cup\left\{x \in X \mid v(x)<v(y), y \in C_{A}(t)\right\}$ for all $A \in \mathcal{X}, t \in \mathbb{N}$.
4. $S_{A}(t) \cap X_{u}^{\rho} \neq \emptyset \Longrightarrow S_{A}(t)=S_{A}(t+s)$ all $s \geq 0$.

## 4 The Stochastic Model

The ABS and RBS models both treat search order as unobservable, and characterize the extent to which it is recoverable from choice process data. This makes it natural to develop stochastic variants, since there is no reason to believe that search from a given set will always take place in the same order. We therefore generalize the deterministic models of section 2 and 3 to allow for stochasticity. This allows us to develop stochastic versions of the RBS and ABS models, in which choice is generated from the maximization of a fixed utility function against a stochastic search sequence.

### 4.1 ABS

We introduce a probability space on $\mathcal{Z}$, the class of infinite sequences from $\mathcal{X}$. The probability model is built upon standard foundations using cylinder sets.

Definition 8 Given $T \geq 1$ and $\mathcal{Y} \subset \mathcal{X}^{T}$, define the cylinder set $H(\mathcal{Y}, T)$ by,

$$
H(\mathcal{Y}, T)=\left\{Z \in \mathcal{Z} \mid\left(Z_{1}, \ldots Z_{T}\right) \in \mathcal{Y}\right\}
$$

Define the algebra $\mathcal{G}=\cup_{T=1}^{\infty}\left\{H(\mathcal{Y}, T) \mid \mathcal{Y} \subset \mathcal{X}^{T}\right\} \in 2^{\mathcal{Z}}$, define $\mathcal{F}=\sigma(\mathcal{G})$ as the $\sigma$-algebra generated by $\mathcal{G}$, and define $\mathcal{P}$ as all probability measures on $(\mathcal{Z}, \mathcal{F})$, with generic element $P \in \mathcal{P}$.

We define the stochastic choice process as a mapping from sets $A \in \mathcal{X}$ to probability distributions over $\mathcal{Z}_{A} \subset \mathcal{Z}$.

Definition 9 A stochastic choice process $(X, \tilde{C})$ comprises a finite set $X$ and a function $\tilde{C}$ : $\mathcal{X} \rightarrow \mathcal{P}$ such that $\tilde{C}_{A} \equiv \tilde{C}(A)$ has support $\mathcal{Z}_{A} \subset \mathcal{Z}$.

As for the deterministic case, a stochastic choice process has an ABS representation if it can be viewed as resulting from maximization of a utility function in the context of some process of search, with the searched set never shrinking. However we allow the search process to be stochastic. We will use $\tilde{S}: \mathcal{X} \rightarrow \mathcal{P}^{N D}$ to denote a stochastic search function, where: $\mathcal{P}^{N D} \subset \mathcal{P}$ identify probability measures on $(\mathcal{Z}, \mathcal{F})$ with support $\mathcal{Z}^{N D}$, the non-decreasing elements of $\mathcal{Z}$. Given $A \in \mathcal{X}$ and $F \in \mathcal{F}$, let $\tilde{C}_{A}(F), \tilde{S}_{A}(F)$ respectively denote the measure assigned to $F$ by $\tilde{C}(A), \tilde{S}(A) .{ }^{11}$

Definition 10 Stochastic choice process $(X, \tilde{C})$ has a stochastic ABS representation $(u, \tilde{S})$ if there exists $u: X \rightarrow \mathbb{R}$ and $\tilde{S}: \mathcal{X} \rightarrow \mathcal{P}^{N D}$ such that $\tilde{C}$ is the stochastic choice process derived by optimizing $u$ against $\tilde{S}$,

$$
\bar{C}_{A}(F)=\tilde{S}_{A}\left(\left\{Z \in \mathcal{Z} \mid\left\{\arg \max _{x \in Z_{t}} u(x)\right\}_{t=1}^{\infty} \in F\right\}\right) \text {, all } A \in \mathcal{X}, F \in \mathcal{F}
$$

The theorem that characterizes the stochastic ABS representation is essentially identical to that in the deterministic case. It simplifies notation to define join and replacement sets $J^{x y}, R^{x y} \subset \mathcal{Z}$ for $x, y \in X$, where $J^{x y}$ is the set of choice processes in which $x$ and $y$ are chosen at the same time, while $R^{x y}$ are those in which $y$ is replaced by $x$.

$$
\begin{aligned}
J^{x y} & =\left\{Z \in \mathcal{Z} \mid\{x, y\} \subset Z_{t} \text { some } t \geq 1\right\} \\
R^{x y} & =\left\{Z \in \mathcal{Z} \mid y \in Z_{s}, x \in Z_{s+t}, y \notin Z_{s+t} \text { some } s, t \geq 1\right\}
\end{aligned}
$$

Measurability of $J^{x y}, R^{x y} \subset \mathcal{Z}$ is established in appendix 2.
For purposes of establishing the stochastic ABS representation, we define $x$ to be revealed strictly preferred to $y$ if $R^{x y}$ has strictly positive measure, and $x$ to be revealed indifferent to $y$ if the set $J^{x y}$ has strictly positive measure.

Definition 11 Given stochastic choice process $(X, \tilde{C})$, the binary relation $\sim^{\tilde{C}}$ on $X$ is defined by $x \sim^{\tilde{C}} y$ if there exists $A \in \mathcal{X}$ with $x, y \in A$ and $\tilde{C}_{A}\left(J^{x y}\right)>0$. The binary relation $\succ^{\tilde{C}}$ on $X$ is defined by $x \succ^{C} y$ if there exists $A \in \mathcal{X}$ with $x, y \in A$ and $\tilde{C}_{A}\left(R^{x y}\right)>0$.

[^25]As before, the condition for the characterization is that this revealed preference information is consistent with a fixed underlying utility function.

Theorem 3 Stochastic choice process $(X, \tilde{C})$ has a stochastic $A B S$ representation $(u, \tilde{S})$ if and only if $\succ^{\tilde{C}}$ and $\sim^{\tilde{C}}$ satisfy OWC.

### 4.2 RBS

As in the deterministic case, the definition of a stochastic RBS representation requires the analysis of limit behavior. Given $B \in \mathcal{X}$, we define $L^{B}$ to be the $\mathcal{F}$-measurable subset of $\mathcal{Z}$ with limit $B$,

$$
L^{B}=\left\{Z \in \mathcal{Z} \mid \lim _{t \rightarrow \infty} Z_{t}=B\right\} .
$$

In appendix 2 it is shown that a stochastic choice process model $(X, \tilde{C})$ with stochastic ABS representation $(u, \tilde{S})$ necessarily assigns full measure to the set in which limits exist,

$$
\tilde{C}_{A}\left\{\cup_{B \in \mathcal{X}} L^{B}\right\}=1
$$

Hence, given a stochastic choice process model $(X, \tilde{C})$ with stochastic ABS representation $(u, \tilde{S})$ and $A \in \mathcal{X}$, we can define limit choice and search probability measures $\tilde{C}_{A}^{L}, \tilde{S}_{A}^{L}$ on $\mathcal{X}$ endowed with the discrete sigma-algebra,

$$
\tilde{C}_{A}^{L}(B)=\tilde{C}_{A}\left(L^{B}\right) \text { and } \tilde{S}_{A}^{L}(B)=\tilde{S}_{A}\left(L^{B}\right) \text { any } B \in \mathcal{X}
$$

As in the deterministic case, the definition of stochastic RBS involves a utility function $u$ : $X \rightarrow \mathbb{R}$ and a level of reservation utility $\rho$ which together identify above reservation set $X_{u}^{\rho} \equiv$ $\{x \in X \mid u(x) \geq \rho\}$. Given $Z \in \mathcal{Z}$, a key random variable in the stochastic RBS representation is the first time that reservation utility is hit. To simplify notation in the stochastic version of RBS, we let $H_{u}^{\rho}: \mathcal{Z} \longrightarrow \mathbb{N} \cup \infty$ denote this first hitting time associated with utility function $u$ and reservation utility level $\rho$,

$$
H_{u}^{\rho}(Z)=\left\{\begin{array}{c}
\inf _{t \geq 1}\left\{Z_{t} \cap X_{u}^{\rho}\right\} \neq \emptyset, \text { if }\left\{Z_{t} \cap X_{u}^{\rho}\right\} \neq \emptyset \text { some } t \\
\infty \text { otherwise }
\end{array}\right.
$$

That hitting times are $\mathcal{F}$-measurable functions is standard.
We use the notion of hitting times to define the stochastic version of the RBS model.

Definition 12 Stochastic choice process $(X, \tilde{C})$ has a stochastic RBS representation $(u, \tilde{S}, \rho)$ if $(u, \tilde{S})$ form a stochastic $A B S$ representation and $\rho \in \mathbb{R}$ is such that, given $A \in \mathcal{X}$,

RS1 If $A \cap X_{u}^{\rho}=\emptyset$, then $\tilde{S}_{A}^{L}(A)=1$
RS2 If $A \cap X_{u}^{\rho} \neq \emptyset$, then:
(a) $\tilde{S}_{A}\left\{Z \in \mathcal{Z} \mid H_{u}^{\rho}(Z)\right.$ is finite $\}=1$;
(b) $\tilde{S}_{A}\left\{Z \in \mathcal{Z} \mid \tilde{S}_{A}^{L}=\tilde{S}_{A}\left(H_{u}^{\rho}(Z)\right)\right\}=1$.

As with ABS, the stochastic RBS characterization is the precise analog of the deterministic version, and relies on the identification of directly and indirectly non-terminal sets. We define $\Delta^{y} \subset \mathcal{Z}$ to be the set of sequences in which $y \in X$ appears at some point, but the sequence changes thereafter. Measurability is established in appendix 2.

Definition 13 Given stochastic choice process $(X, \tilde{C})$, define the non-terminal set $\tilde{X}^{N} \subset X$ as,

$$
\tilde{X}^{N}=\left\{x \in X \mid \exists A \in \mathcal{X} \text { with } x \in A \text { and } \tilde{C}_{A}\left(\Delta^{x}\right)>0\right\} .
$$

Define the indirectly non-terminal set $\tilde{X}^{I N}$ as $\tilde{X}^{N}$ and elements rejected with positive probability in favor of an element of $X^{N}$,

$$
\tilde{X}^{I N}=\tilde{X}^{N} \cup\left\{x \in X \| \exists A \in \mathcal{X}, y \in \tilde{X}^{N} \text { with } x, y \in A \text { and } \tilde{C}_{A}^{L}(\{y\})>0\right\}
$$

The definition of revealed preference in the stochastic RBS model can now proceed in line with the deterministic case.

Definition 14 Given stochastic choice process $(\tilde{X}, C)$, the binary relation $\succ^{\tilde{L}}$ on $X$ is defined by $x \succ^{\tilde{L}} y$ if $\{x \cup y\} \cap \tilde{X}^{I N} \neq \emptyset$, and there exists $A \in \mathcal{X}$ with $x, y \in A$ with $\tilde{C}_{A}^{L}\{x\}>0$ and $\tilde{C}_{A}\left(J^{x y}\right)=0$. Binary relation $\succ^{\tilde{R}}$ is defined as $\succ^{\tilde{L}} \cup \succ^{\tilde{C}}$.

Using this definition, the standard application of Lemma 1 characterizes existence of an RBS representation.

Theorem 4 Stochastic choice process $(X, \tilde{C})$ has a stochastic $R B S$ representation $(u, \tilde{S}, \rho)$ if and only if $\succ^{\tilde{R}}$ and $\sim^{\tilde{C}}$ satisfy $O W C$.

### 4.3 Sketch of Proofs

The proofs of theorem 3 and of theorem 4 are detailed in appendix 3 . We limit ourselves in this discussion to presenting structural elements. Both proofs work by reducing the stochastic case to its deterministic counterpart. The key step involves showing that nothing is lost by "compressing" choice process data by removing time periods in which choice does not change.

Definition 15 Stochastic choice process $(X, \tilde{C})$ is compressed if $\tilde{C}_{A}\left(\mathcal{Z}^{C O M}\right)=1$ for all $A \in \mathcal{X}$, where,

$$
\mathcal{Z}^{C O M} \equiv\left\{Z \in \mathcal{Z} \mid Z_{t}=Z_{t+1} \Longrightarrow Z_{t}=Z_{t+s} \text { all } s \geq 1\right\}
$$

In the first step of the reduction, a given stochastic choice process $(X, \tilde{C})$ is associated with a unique compressed choice process by removing all periods of constancy (see appendix 3 for details). The process of compression reduces to equivalence an infinite number of choice processes differing only in the delay between switches.

The first observation that makes compression of value is the invariance of key properties under compression and its inverse, decompression. It is immediate that the orderings $\succ^{\tilde{R}}, \succ^{\tilde{C}}$ and $\sim^{\tilde{C}}$ are preserved under both operations. It is equally immediate that ABS and RBS survive both under compression and decompression, since one uses exactly the same utility function and reservation utility in the representation of the original process and its transformation, using compression only to change the search correspondence by removing repetition in the case of compression, and inverting suitably in the process of decompression.

The second observation that makes compression of value is that any compressed process that satisfies ABS is "finite", in that only a finite number of sequences have strictly positive probability. Conversely, any compressed stochastic choice process for which $\succ^{\tilde{C}}$ and $\sim^{\tilde{C}}$ satisfy OWC is finite. While the formal definitions and proof are in appendix 3, the intuition is simple. Both ABS and OWC imply that a compressed stochastic choice process must stop changing within a number of periods that matches the cardinality of the power set of $\mathcal{X}$.

The bottom line of this reduction process is that the proofs in of theorems 3 and 4, detailed in the appendix, are provided only for finite models, with the extension to the general case being immediate. The critical observation in establishing the finite case is that any finite stochastic
choice processes $(X, \tilde{C})$ can be identified with an appropriately defined convex combinations of deterministic choice processes.

## 5 RBS and Non-Standard Behavior

The stochastic RBS model allows for two channels by which seemingly unimportant changes in the decision making environment might lead to changes in the choices people make. First, they may impact the probability distribution over paths of search. Second, they may impact the level of reservation utility. These changes can, in turn, lead to framing effects, status quo bias and stochastic choice of a specific form that we now characterize.

### 5.1 Framing Effects

To model framing effects, let $\Gamma$ comprise abstract elements $\gamma \in \Gamma$ that we refer to as frames. For example, these frames may represent different ways in which objects are physically displayed to the DM. Let $\Phi: \Gamma \rightarrow \overline{\mathcal{C}}$ be a mapping from frames to the class $\overline{\mathcal{C}}$ of stochastic choice processes on $(\mathcal{Z}, \mathcal{F})$, with $\Phi(\gamma)$ the process associated with $\gamma \in \Gamma$. We seek to characterize data sets in which all choice processes regardless of frame can be derived from a common underlying utility function but with frame-specific search orders and reservation utilities. Such a characterization is experimentally useful, since it indicates conditions under which one can derive information on preferences in a low search cost (hence high reservation utility) environment that will apply equally in a higher search cost (hence lower reservation utility) frame in which choice process data yields less direct evidence on preferences. It turns out that we need to apply OWC to a binary relation that appropriately unifies revealed preference information across frames. In the statement, $\overline{\mathcal{S}}$ denotes the set of all stochastic search processes on $(\mathcal{Z}, \mathcal{F})$.

Definition 16 Define $x \succ^{\tilde{R}(\Gamma)} y$ if $x \succ^{\tilde{R}} y$ according to some stochastic choice process $\Phi(\gamma)$ for some $\gamma \in \Gamma$. Similarly define $x \sim^{\tilde{C}(\Gamma)}$ y if $x \sim^{\bar{R}} y$ according to some stochastic choice process $\Phi(\gamma)$ for some $\gamma \in \Gamma$.

Theorem 5 Given finite set $X$, frames $\Gamma$, and $\Phi: \Gamma \rightarrow \overline{\mathcal{C}}$, there exists a utility function $u: X \rightarrow \mathbb{R}$, a family of reservation utilities $\rho: \Gamma \rightarrow \mathbb{R}$, and family of stochastic search processes $\Theta: \Gamma \rightarrow \overline{\mathcal{S}}$ such
that $(u, \Theta(\gamma), \rho(\gamma))$ forms a stochastic RBS representation of $\Phi(\gamma) \forall \gamma \in \Gamma$ if and only if $\succ \tilde{R}(\Gamma)$ and $\sim \tilde{C}(\Gamma)$ satisfy $O W C$.

### 5.2 Status Quo Bias

One particular class of framing effect that can be explored using the RBS model is status quo bias - the increased likelihood of selecting a particular object simply because it is the status quo, or currently selected option [Samuelson and Zeckhauser, 1988]. We can model such behavior as a framing model in which each status quo gives rise to its own frame. In order to capture status quo bias, we posit that the status quo object is always the first object searched in any choice environment.

Under this assumption, the stochastic RBS model makes particular predictions about how status quo will affect choice. For above-reservation utility objects, status quo bias will be complete: when such objects are the status quo then they will always be chosen, as the DM is immediately aware of their existence and will indulge in no further search. However, if the status quo object is below reservation utility then it will not be chosen unless it is the highest utility object in the choice set, in which case it will be chosen regardless of the status quo, as the stochastic RBS model implies that search will be complete in such cases. Thus, the RBS model implies a form of status quo bias that has two extremes: either an object will always be chosen when it is the status quo, or the status quo will have no effect.

### 5.3 Stochastic Choice

It is clear that the stochastic RBS model can give rise to stochastic choice in the form of a probability distribution over final choices. Even with a fixed utility function, final choice will be random if the order of search is random and search is incomplete. However this distribution will be of a particular form: choice may be stochastic among above reservation objects, while objects with below reservation utility are never chosen. In the simplest possible case with all search orders being equally probable, final choice is deterministic and consistent for choice sets made up only of below-reservation items, whereas for choice sets containing above-reservation items, there is an equal chance of choosing any such item. Observed stochasticity in choice will therefore increase as reservation utility falls.

## 6 Eliciting Choice Process Data in the Laboratory

For the above results to advance our understanding of incomplete search and choice one must be able to experimentally identify the path of provisional choices over the pre-decision period. We sketch the approach that Caplin, Dean and Martin [2009] (CDM) use to generate just this data, and describe results for a highly stylized experiment.

Subjects in the experiment were presented with various subsets of a larger choice set, from each of which they had to make a choice. They were given a fixed time window within which to choose from among each fixed set of available alternatives. They were allowed to select any alternative at any point in a fixed time window. ${ }^{12}$ They were informed that they could change the selected alternative whenever they wished. Rather than being based on final choice alone, actualized choice was recorded at a random point in the given time window that was only revealed at the end of the experiment. This incentivized subjects to always have selected their current best option in the choice set. It is for this reason that we interpret the sequence of selections as comprising provisional choices. ${ }^{13}$

Our first experiment using this interface was deliberately stark, missing the conflicting priorities that may typify more intricate decisions. The objects of choice were kept as simple as possible, and subject to clear and universal preferences: all options were deterministic dollar amounts. To render the problem non-trivial, the dollar amount for each option was represented as a sequence of addition and subtraction operations. The simplicity of the setting enabled us to explore the ABS and RBS models in an uncluttered and "friendly" experimental context.

Each experimental round began with the topmost, and worst, option of $\$ 0$ selected. ${ }^{14}$ Subjects could at any time select any of the alternatives on the screen, with the currently selected object

[^26]being displayed at the top of the screen. In each round there was a time constraint, with subjects having up to 120 seconds to complete the choice task (though this constraint was only binding in about $5 \%$ of rounds). A subject who finished in less than 120 seconds could press a submit button, which completed the round as if they had kept the same selection for the remaining time. Treatments were run varying in the number of alternatives available and in the complexity of each alternative.

As one might have expected, the experiment provided support for ABS-style search. Subjects made several selections in the course of a round and generally switched from lower value to higher value objects over time. In the context of the experiment this is equivalent to finding positive support for the ABS model of search. A more striking finding was that behavior was well approximated by the RBS model. While behavior did change as the number of available options and their level of complexity was varied, it did so within the RBS framework. The results suggest that choice process data is of more than theoretical interest.

## 7 Concluding Remarks

Incomplete information may explain many apparent deviations from utility maximizing behavior. Standard choice data does not allow one to pin down when such deviations are caused by changing preferences, and when they result from incomplete information. We develop clean procedures for accomplishing this separation by expanding beyond standard choice data to include data on the evolution of choice with time. We characterize standard alternative-based and reservation-based procedures that are ubiquitous in search theory. Experimental investigation of choice process data is ongoing.

## 8 Appendix 1: RBS

Proof of Proposition 1 To prove sufficiency, we note from lemma 1 that (3) implies existence of $u: X \rightarrow \mathbb{R}$ that respects $\succ_{D}^{R}$ and $\sim$ on $X$. Define

$$
\rho=\frac{\max _{x \in D} u(x)+\min _{x \in X \backslash D} u(x)}{2} .
$$

Note from (2) that $C^{L}\{x, y\}=y$ whenever $y \in X \backslash D$ and $x \in D$, implying $y \succ_{D}^{R} x$ and $u(y)>u(x)$ and hence that $X / D=X_{u}^{\rho}$. Mimicking the proof of theorem 1, one can then define a search correspondence such that $(u, S)$ that together form an ABS representation.

$$
S_{A}(t)=\left\{\begin{array}{c}
\cup_{s \leq t} C_{A}(s) \text { for } t<T(A) \\
\cup_{s \leq T(A)} C_{A}(s) \cup L(A) \text { for } t \geq T(A)
\end{array}\right.
$$

where $\left.T(A) \equiv \min \left\{t \geq 1 \mid C_{A}(t)=C_{A}^{L}\right\}\right)$ is the time at which choice first achieves its limit and $L(A)$ comprises all elements of $A$ with utility strictly below $\max _{x \in C_{A}^{L}} u(x)$. We now show that all requirements for $(u, S)$ and $\rho$ together to form an RBS representation with reservation set $X \backslash D$ are met:

- R1: When $A \cap X_{u}^{\rho}=\emptyset$, and so $A \subset D$, we know that $x \in C_{A}^{L}, y \notin C_{A}^{L} \Longrightarrow x \succ_{D}^{L} y$, so that $u(x)>u(y)$. Hence $C_{A}^{L}=\arg \max _{\{x \in A\}} u(x)$ with $S_{A}^{L}=A$ by construction.
- R2(a): If $A \cap X_{u}^{\rho} \neq \emptyset$ and so $A \cap X \backslash D \neq \emptyset$, then $C_{A}^{L} \cap D=\emptyset$ since $x \in C_{A}^{L} \cap D, y \notin C_{A}^{L} \Longrightarrow$ $u(x)>u(y)$ contradicting the fact that utility is strictly higher on $X \backslash D$ than on $D$. Hence there exists $t \geq 1$ such that $C_{A}(t) \cap X_{u}^{\rho} \neq \emptyset$.
- R2(b): If $C_{A}(t) \cap X_{u}^{\rho} \neq \emptyset$, then $C_{A}(t) \cap X^{N}=\emptyset$ by (1), implying directly that $C_{A}(t+s)=C_{A}(t)$ all $s \geq 1$, by construction, it is therefore the case that $S_{A}(t+s)=S_{A}(t)$ all $s \geq 1$ as required.

That condition (1) of the proposition is necessary for an RBS representation follows directly from property R2(b) of RBS definition, which implies that $X^{N} \subset D$ is required for $D$ to be a reservation set. Given lemma 1, to prove that (3) is necessary it suffices to show that $u$ represents $\succ_{D}^{R}$ and $\sim$ in any RBS representation $(u, S, \rho)$, where $D=X \backslash X_{u}^{\rho}$ and $X_{u}^{\rho}$ is the corresponding reservation set. The fact that $u$ represents $\succ^{C}$ and $\sim$ is direct since $(u, S)$ form an ABS representation of $(X, C)$. To see that $\succ_{D}^{L}$ is respected, suppose to the contrary that $x \succ_{D}^{L} y$ but $u(y) \geq u(x)$. Note in this case that $x \in D$, since $y \in D \Longrightarrow x \in D$ and $\{x \cup y\} \cap D \neq \emptyset$ by definition of $x \succ_{D}^{L} y$. But then by R1, $x \in C_{A}^{L} \Longrightarrow C_{A}^{L}=\arg \max _{x \in A} u(x)$ hence $u(y)<u(x)$ since $y \notin C_{A}^{L}$. This contradiction establishes that $u$ indeed represents $\succ_{D}^{R}$ and $\sim$. With this we know that condition (2) of the proposition is necessary, since $x \in D \Longrightarrow u(x)<\rho$ whereupon $x \succsim_{D}^{R} y$ implies $u(y)<\rho$, hence $y \in D$, completing the proof.

Proof of Theorem 2 To prove sufficiency, we show that the conditions of the proposition are satisfied in this case for $D=X^{I N}$. For (1) and (3) this is direct. Hence it suffices to establish
that if $x \in X^{I N}$ and $x \succsim^{R} y$, then $y \in X^{I N}$. By definition $x \in X^{I N}$ implies that we can find $z \in X^{N}$ with $z \succeq^{L} x$. Now, if $C_{\{y, z\}}^{L}=y$, we have that $x \succsim^{R} y \succ^{R} z \succeq^{L} x$ violating OWC. Thus it must be the case that $z \succeq^{L} y$, implying by definition that $y \in X^{I N}$, as required. To show that $\succ^{R}$ and $\sim$ satisfying OLC is necessary for $(X, C)$ to have any RBS representation $(u, S, \rho)$, it suffices by lemma 1 to show that such $u: X \rightarrow \mathbb{R}$ must respect $\succ^{R}$ and $\sim$. This follows directly for $\succ^{C}$ and $\sim \operatorname{since}(u, S)$ form an ABS representation of $(X, C)$. To confirm that $u: X \rightarrow \mathbb{R}$ respects $\succ^{L}$, consider $A \in \mathcal{X}$ with $x, y \in A, x \in C_{A}^{L}, y \notin C_{A}^{L}$, and $x$ or $y \in X^{I N}$. There are two cases.

- If $u(x)<\rho$, then $x \in C_{A}^{L} \Longrightarrow A \cap X_{u}^{\rho}=\emptyset$ by R2(a) hence $S_{A}^{L}=A$ by R1, hence $u(y)<u(x)$ all $y \in A$ with $y \notin C_{A}^{L}$.
- If $u(x) \geq \rho$, then $x \notin X^{I N}$ follows directly from condition 2(b) of the RBS definition, so that $y \in X^{I N} \subset X \backslash X_{u}^{\rho}$, and $u(y)<\rho \leq u(x)$.


## 9 Appendix 2: Measurability

We show that various sets are contained in the $\sigma$-algebra $\mathcal{F}$.

- $\mathcal{Z}^{C O M}$ and $\mathcal{Z}^{N D}:$ Given $T \geq 1$, define $\mathcal{N} \mathcal{D}^{T}$ as all subsets of $\mathcal{X}^{T}$ that are non-diminishing, $Z_{t} \subset Z_{t+1}$ all $1 \leq t \leq T$, and $\mathcal{N} \mathcal{R}^{T}$ as all subsets of $\mathcal{X}^{T}$ in which there is no immediate repetition, $Z_{t} \neq Z_{t+1}$ any $1 \leq t \leq T-1$, and note that,

$$
\begin{aligned}
\mathcal{Z}^{N D} & =\cap_{T=1}^{\infty}\left\{Z \in \mathcal{Z} \mid\left(Z_{1}, . ., Z_{T}\right) \in \mathcal{N} \mathcal{D}^{T}\right\} \in \mathcal{F} \\
\mathcal{Z}^{C O M} & =\cup_{t=1}^{\infty}\left\{\cap_{s=1}^{\infty}\left\{Z \in \mathcal{Z} \mid\left(Z_{1}, . ., Z_{t}\right) \in \mathcal{N} \mathcal{R}^{t}, Z_{t}=Z_{t+s}\right\}\right\} \in \mathcal{F}
\end{aligned}
$$

- That $\left\{Z \in \mathcal{Z} \mid\left\{\arg \max _{x \in Z_{t}} u(x)\right\}_{t=1}^{\infty} \in F\right\} \in \mathcal{F}$ for any $F \in \mathcal{F}$, note that it can be expressed as follows as a countable collection of cylinder sets,

$$
\cap_{T=1}^{\infty}\left\{Z \in \mathcal{Z} \mid \exists Y \in F \text { s.t. } \arg \max _{x \in Z_{t}} u(x)=Y_{t} \forall t \in\{1, \ldots, T\}\right\} .
$$

- For any $x, y \in X$, the sets $J^{x y}, R^{x y}$, and $\Delta^{x}$. Given $A \in \mathcal{X}$, define $W_{A}$ as all supersets of $A$ and $W_{A}^{C} \subset \mathcal{X}$ as its complement. Define the cylinder sets $\mathcal{W}_{A}(t), \mathcal{W}_{A}^{C}(t) \in \mathcal{G}$ by,

$$
\begin{aligned}
\mathcal{W}_{A}(t) & \equiv\left\{Z \in \mathcal{Z} \mid Z_{t} \in W_{A}\right\} \\
\mathcal{W}_{A}^{C}(t) & \equiv\left\{Z \in \mathcal{Z} \mid Z_{t} \in W_{A}^{C}\right\}
\end{aligned}
$$

- Note that:

$$
\begin{aligned}
J^{x y} & =\cup_{t} \mathcal{W}_{\{x, y\}}(t) \in \mathcal{F} ; \\
R^{x y} & =\cup_{t=1}^{\infty}\left\{\mathcal{W}_{\{y\}}(t) \cap\left\{\cup_{s=1}^{\infty}\left\{\mathcal{W}_{\{y\}}^{C}(t+s) \cap \mathcal{W}_{\{y\}}(t+s)\right\}\right\}\right\} \in \mathcal{F} ; \\
\Delta^{x} & =\cup_{t=1}^{\infty}\left\{\cup_{B \in W_{\{x\}}}\left\{\cup_{s=1}^{\infty}\left\{Z \in \mathcal{Z} \mid Z_{t}=B, Z_{t+s} \neq B\right\}\right\}\right\} \in \mathcal{F} .
\end{aligned}
$$

- $\mathcal{Z}^{N C Y}=\left\{Z \in \mathcal{Z} \mid Z_{t+1} \neq Z_{t} \Longrightarrow Z_{t+s} \neq Z_{t}\right.$ any $\left.s \geq 1\right\}$ : (see appendix 3). First, index all sets in $\mathcal{X}, A_{1},, A_{m}, . ., A_{M}$, with $M$ the cardinality of $\mathcal{X}$. Define $\Pi(M)$ to be all permutations of the first $m \leq M$ integers. Given $\pi^{m} \in \Pi(M)$, define the countable set $\Upsilon\left(\pi^{m}\right)$ to comprise all strictly increasing sets of $m$ natural numbers,

$$
\Upsilon\left(\pi^{m}\right)=\left\{T^{m}=\left\{T_{1}^{m}, T_{2}^{m}, . ., T_{m}^{m}\right) \mid T_{1}^{m}=1, T_{i}^{m} \in \mathbb{N} \text { and } T_{i}^{m}<T_{i+1}^{m} \text { all } i \geq 1\right\} .
$$

That $\mathcal{Z}^{N C Y} \in \mathcal{F}$ follows since it is a countable union of cylinder sets,
$\cup_{\pi^{m} \in \Pi(M)} \cup_{T^{m} \in \Upsilon\left(\pi^{m}\right)}\left\{Z \in \mathcal{Z} \mid Z_{t}=A_{\pi_{i}^{m}}\right.$ for $T_{i}^{m} \leq t<T_{i+1}^{m}, 1 \leq i \leq m-1 ; Z_{t}=A_{\pi_{m}^{m}}$ for $\left.t \geq T_{m}^{m}\right\}$.

- $\mathcal{E}(Y)$ : (see appendix 3). Given $K$ non-negative integers $s_{k}$ define $S_{0}=0$ and partial sums $S_{k}=\sum_{j=1}^{k} s_{j}$ enabling the following short definition:
$\mathcal{E}(Y)=\cap_{K=1}^{\infty}\left\{\cup_{s_{K}=1}^{\infty} \cdots\left\{\cup_{s_{1}=1}^{\infty}\left\{Z \in \mathcal{Z} \mid Z_{\tau}=Z_{k}\right.\right.\right.$ for $S_{k-1}+1 \leq \tau \leq S_{k}$ and $\left.\left.\left.1 \leq k \leq K\right\}\right\}\right\} \in \mathcal{F}$.

Proposition 2 If $(X, \tilde{C})$ permits of a stochastic $A B S$ representation $(u, \tilde{S})$, then for any $A \in \mathcal{X}$,

$$
\tilde{C}_{A}\left\{\cup_{B \in \mathcal{X}} L^{B}\right\}=1
$$

Proof. Since $(X, \tilde{C})$ has an ABS representation $(u, \tilde{S})$, we know that $\tilde{S}_{A}\left(\mathcal{Z}^{N D}\right)=1$. Note that since $\mathcal{X}$ is finite, limit elements exist for all $Z \in \mathcal{Z}^{N D}$, establishing that $\tilde{S}_{A}\left\{\cup_{B \in \mathcal{X}} L^{B}\right\}=1$. Now note that if $Z \in \cup_{B \in \mathcal{X}} L^{B}$, then $\left\{\arg \max _{x \in Z_{t}} u(x)\right\}_{t=1}^{\infty} \in \cup_{B \in \mathcal{X}} L^{B}$, as, $Z \in \cup_{B \in \mathcal{X}} L^{B}$ implies that there must be some $t$ such that $Z_{t}=Z_{t+s} \forall s \geq 0$, thus it must be the case that $\arg \max _{x \in Z_{t}} u(x)=\arg$ $\max _{x \in Z_{t}} u(x) \forall s \geq 0$. Hence,

$$
\tilde{C}_{A}\left\{\cup_{B \in \mathcal{X}} L^{B}\right\}=\bar{S}\left\{Z \in \mathcal{Z} \mid\left\{\arg \max _{x \in Z_{t}} u(x)\right\}_{t=1}^{\infty} \in \cup_{B \in \mathcal{X}} L^{B}\right\} \geq \bar{S}\left\{\cup_{B \in \mathcal{X}} L^{B}\right\}=1 .
$$

## 10 Appendix 3: Theorems 3 and 4

We first formally define compression, from which it follows immediately that it is sufficient to prove theorems 3 and 4 for compressed stochastic choice processes. We then show that compressed stochastic choice processes of interest are finite, further simplifying the requirements to establishing 3 and 4 for finite stochastic choice processes. Next, we show that finite stochastic choice processes can be represented as weighted averages of deterministic processes. We close out by proving theorems 3 and 4 for the finite case, which proof is general in light of the earlier results.

### 10.1 Compression

Definition 17 Given $Z \in \mathcal{Z}$, define the set of times at which $Z$ changes in sequential fashion starting with $\tau_{1}(Z)=1$ as follows;

$$
\tau_{j+1}(Z)=\left\{\begin{array}{c}
\min _{s \geq 1}\left\{Z_{\tau_{j}(Z)+s} \neq Z_{\tau_{j}(Z)}\right\} \quad \text { if } \exists s \geq 1 \text { s.t } Z_{\tau_{j}(Z)+s} \neq Z_{\tau_{j}(Z)} \\
\infty \text { if } Z_{\tau_{j}(Z)+s}=Z_{\tau_{j}(Z)} \text { all } s \geq 1
\end{array}\right.
$$

Let $J(Z) \in \mathbb{N} \cup \infty$ be the number of distinct points of change, and define the compression of any element $Z \in \mathcal{Z}, D(Z) \in \mathcal{Z}^{C O M}$, by removing all time indices in which there is repetition and repeating the limit element if there is any repetition,

$$
D(Z)=\left\{\begin{array}{c}
\left(Z_{\tau_{1}(Z)}, \ldots, Z_{\tau_{j}(Z)}, . . Z_{\tau_{J(Z)}(Z)}, \ldots Z_{\tau_{J(Z)}(Z)}, . . Z_{\tau_{J(Z)}(Z)}\right) \text { if } J(Z) \text { is finite; } \\
\left(Z_{\tau_{1}(Z)}, \ldots, Z_{\tau_{j}(Z)}, . .\right) \text { if } J(Z)=\infty
\end{array}\right.
$$

Given $Y \in \mathcal{Z}^{C O M}$, define the equivalence classes of compressed elements of $\mathcal{E}(Y) \subset \mathcal{Z}$ ((the proof that $\mathcal{E}(Y) \in \mathcal{F}$ is in appendix 2),

$$
\mathcal{E}(Y)=\{Z \in \mathcal{Z} \mid D(Z)=Y\} .
$$

Given a measure $P \in \mathcal{P}$, we define its compression $D^{P} \in \mathcal{P}$ by shifting probabilities onto the compressed representative of each equivalence class,

$$
D^{P}(Y)=\left\{\begin{array}{c}
P(\mathcal{E}(Y)) \text { for } Y \in \mathcal{Z}^{C O M} ; \\
0 \text { for } Y=\mathcal{Z} \backslash \mathcal{Z}^{C O M}
\end{array}\right.
$$

### 10.2 Compression and Finiteness

Proposition $3 A$ compressed $S C P$ that has an $A B S$ representation or for which $\succ^{\tilde{C}}$ and $\sim^{\tilde{C}}$ satisfy $O W C$ is finite, in that there exists a finite set $G \in \mathcal{F}$ such that $\tilde{C}_{A}(G)=1$ all $A \in \mathcal{X}$.

Proof. To show that compression and ABS imply that the SCP is finite, let $M=|\mathcal{X}|$ and let $\mathcal{Z}(M) \in \mathcal{F}$ be sequences that are unchanging after period $M$ :

$$
\mathcal{Z}(M)=\left\{Z \in \mathcal{Z} \mid Z_{t}=Z_{s} \forall t, s>M\right\} .
$$

It is intuitive that a compressed choice sequence with an ABS representation satisfies $\bar{C}_{A}(\mathcal{Z}(M))=$ $1 \forall A \in \mathcal{X}$. To confirm, consider the union of all cylinder sets with $Z_{t} \neq Z_{s}$ some $t, s>M$. If any element $Z$ in this set is to be in $\mathcal{Z}^{C O M}$, it must be the case that, for some $r, w<s, Z_{r}=Z_{w}$ and $r \neq w \pm 1$. Consider now the cylinder sets defined by,

$$
\left\{Z \in \mathcal{Z} \mid Z_{t} \neq Z_{s}, Z_{r}=Z_{w}\right\}
$$

Now take any $k$ such that $r<k<w$. and consider the cylinder set

$$
\left\{Z \in \mathcal{Z} \mid Z_{t} \neq Z_{s}, Z_{k} \neq Z_{r}=Z_{w}\right\}
$$

These cylinder sets must have measure zero in any choice process that has an ABS representation, as the set of search sequences such that

$$
\arg \max _{x \in S_{A}(k)} u(x) \neq \arg \max _{x \in S_{A}(r)} u(x)=\arg \max _{x \in S_{A}(w)} u(x),
$$

is measure zero (as any such sequence would be non-increasing). As $\mathcal{Z} \backslash \mathcal{Z}(M)$ can be obtained by the repeated countable union across $\left\{Z \in \mathcal{Z} \mid Z_{t} \neq Z_{s}, Z_{r}=Z_{w}\right\}$, we know that if a choice process is compressed and has an ABS representation $\tilde{C}_{A}(\mathcal{Z} \backslash \mathcal{Z}(M))=0 \forall A \in \mathcal{X}$, and so $\bar{C}_{A}(\mathcal{Z}(M))=1$. This in turn proves that $(X, \tilde{C})$ is finite.

To prove that a compressed SCP that satisfies for which $\succ^{\tilde{C}}$ and $\sim^{\tilde{C}}$ satisfy OWC is finite, note that this implies that the associated choice process must apply full measure to $\mathcal{Z}^{N C Y}$, those elements of $\mathcal{Z}$ in which there are no cycles (the proof that $\mathcal{Z}^{N C Y}$ is measurable is in appendix 2),

$$
\mathcal{Z}^{N C Y}=\left\{Z \in \mathcal{Z} \mid Z_{t+1} \neq Z_{t} \Longrightarrow Z_{t+s} \neq Z_{t} \text { any } s \geq 1\right\} \in \mathcal{F}
$$

To see why $\succsim_{\tilde{C}}$ satisfying OWC implies that $\tilde{C}_{A}\left(\mathcal{Z}^{N C Y}\right)=1$ for any set $A \in X$, assume to the contrary that there is a set of strictly positive measure according to some $A \in X$ such that $Z_{t+1} \neq Z_{t}$, yet $Z_{t+s}=Z_{t}$ for some $s \geq 1$. There are two possibilities. One is that there is an element $y \in Z_{t+1}$ with $y \notin Z_{t}$ : in this case consider any $x \in Z_{t+1}$, and note that $\tilde{C}_{A}\left(R^{x y}\right)>0$ due to exit of element $y$ and entry of element $x$ from period $t+1$ to period $t+s$, while also one of the statements $\tilde{C}_{A}\left(R^{y x}\right)>0$ or $\tilde{C}_{A}\left(J^{y x}\right)>0$ in consideration of the entry of $y$ in period $t+1$.

In the former case, the contradiction to $\succsim_{\tilde{C}}$ satisfying OWC is that $x \succ^{\tilde{C}} y$ and $y \succ^{\tilde{C}} x$, while in the latter case the contradiction is that $x \succ^{\tilde{C}} y$ and $y \sim^{\tilde{C}} x$. Alternatively, it could be that there is some $y \in Z_{t}$ and $y \notin Z_{t+1}$. A similar argument shows that this violates $\succsim^{\tilde{C}}$ satisfying OWC . This establishes the required finiteness, since elements of $\mathcal{Z}^{C O M} \cap \mathcal{Z}^{N C Y}$ are unchanging after a number of periods no larger than the cardinality of $\mathcal{X}$, completing the proof.

### 10.3 Structure of The Finite Case

Proposition $4 A$ stochastic choice process $(X, \tilde{C})$ is finite if and only if it is the convex combination of a finite number of deterministic choice processes, in that there exist some $J$ deterministic choice processes $\left\{\left(X, C^{j}\right)\right\}_{j=1}^{J}$ and weight vector $\lambda \in \mathbb{R}_{++}^{J}$ satisfying $\sum_{j=1}^{J} \lambda_{j}=1$, and such that $\tilde{C}=\sum_{j=1}^{J} \lambda_{j} C^{j}:$ i.e for all $F \in \mathcal{F}$ and $A \in \mathcal{X}$,

$$
\tilde{C}_{A}(F)=\sum_{j=1}^{J} \lambda_{j} C_{A}^{j}(F)=\sum_{j=1}^{J} \lambda_{j} 1_{\left\{C_{A}^{j} \in F\right\}} .
$$

Proof. It is immediate that the convex combination of deterministic choice processes $\left\{\left(X, C^{j}\right)\right\}_{j=1}^{J}$ is finite, since $\tilde{C}_{A}\left\{Z \in \mathcal{Z} \mid \exists j \in\{1, . ., J\}\right.$ s.t. $\left.Z=C^{j}\right\}=1$ all $A \in \mathcal{X}$. To prove that any finite process $(X, \tilde{C})$ can be decomposed as the proposition asserts, use integers $1 \leq k \leq K$ to index elements $Z_{k}$ of the finite set $G$ with the property that $\tilde{C}_{A}(G)=1 \forall A \in \mathcal{X}$ : we call these the basic choice processes. Since $\tilde{C}_{A}\left(Z_{k}\right) \geq 0$ and $\sum_{k=1}^{K} \tilde{C}_{A}\left(Z_{k}\right)=1$ we can use indicator functions to record the probability of any set $F \in \mathcal{F}$ as a convex combination of these basic processes as follows,

$$
\tilde{C}_{A}(F)=\sum_{k=1}^{K} \tilde{C}_{A}\left(Z_{k}\right) 1_{\left\{Z_{k} \in F\right)} .
$$

We now show that we can use these weights to construct a finite set of choice processes that are able simultaneously to capture such probability information across sets $F \in \mathcal{F}$ and $A \in \mathcal{X}$.

First, gather together in the finite set $\mathcal{J}$ all values taken on by the cumulative distributions taken in order according to $k$ across all $A \in \mathcal{X}$,

$$
\mathcal{J}=\left\{x \in(0,1] \mid x=\sum_{i=1}^{k} \tilde{C}_{A}\left(Z_{i}\right) \text { for some } A \in \mathcal{X}, k \in\{1, . . K\}\right\} .
$$

We index members of the set $\mathcal{J}$ by $1 \leq j \leq J$ in increasing order, so that $x_{j}<x_{j+1}$, with $x_{J}=1$. We now define a family of functions $f^{A}: \mathcal{J} \rightarrow G$ that, for each $A \in \mathcal{X}$, record which basic choice process is related to each cumulative probability level,

$$
f^{A}\left(x_{j}\right)=\tilde{C}_{A}\left(Z_{k}\right) \text { if and only if } x_{j} \in\left(\sum_{i=1}^{k-1} \tilde{C}_{A}\left(Z_{i}\right), \sum_{i=1}^{k} \tilde{C}_{A}\left(Z_{i}\right)\right] .
$$

We use these objects to construct the finite set of choice processes of interest using the following iteration. The probability assigned to the first deterministic choice process $C^{1}$ is $x_{1}$ and the actual specification involves using the set specific weights as follow,

$$
C_{A}^{1}=f^{A}\left(x_{1}\right) .
$$

If $J>1$, we iterate the construction, using at step $j$ weight $x_{j}-x_{j-1}>0$ and specifying choice process $C_{A}^{j}$ to satisfy,

$$
C_{A}^{j}=f^{A}\left(\sum_{i=1}^{j} x_{i}\right)
$$

The above construction identifies a finite set of deterministic choice process $C^{j}, 1 \leq j \leq J$ and weights $\lambda_{j}=x_{j}-x_{j-1} \geq 0$ and summing to 1 . We now such that, for all $A \in \mathcal{X}$ and $F \in \mathcal{F}$,

$$
\tilde{C}_{A}(F)=\sum_{j=1}^{J} \lambda_{j} C_{A}^{j}(F)=\sum_{j=1}^{J} \lambda_{j} 1_{\left\{C_{A}^{j} \in F\right\}}
$$

We consider first the sets $Z_{k} \in \mathcal{F}$, noting that,

$$
\sum_{j=1}^{J} \lambda_{j} 1_{\left\{C_{A}^{j}=Z_{k}\right\}}=\sum_{j=1}^{J} \lambda_{j} 1_{\left\{f^{A}\left(\sum_{i=1}^{j} \lambda_{i}\right)=Z_{k}\right\}}
$$

and that $f^{A}\left(\sum_{i=1}^{j} \lambda_{i}\right)=Z_{k}$ if and only if $\sum_{i=1}^{j} \lambda_{i} \in\left(\sum_{i=1}^{k-1} \tilde{C}_{A}\left(Z_{i}\right), \sum_{i=1}^{k} \tilde{C}_{A}\left(Z_{i}\right)\right]$. Hence we can identify $j, l$ such $\sum_{i=1}^{j} \lambda_{i}=\sum_{i=1}^{k-1} \tilde{C}_{A}\left(Z_{i}\right)$ and $\sum_{i=1}^{l} \lambda_{i}=\sum_{i=1}^{k} \tilde{C}_{A}\left(Z_{i}\right)$, so that by construction we get,

$$
\sum_{j=1}^{J} \lambda_{j} 1_{\left\{C_{A}^{j}=Z_{k}\right\}}=\sum_{i=1}^{k} \tilde{C}_{A}\left(Z_{i}\right)-\sum_{i=1}^{k-1} \tilde{C}_{A}\left(Z_{i}\right)=\tilde{C}_{A}\left(Z_{k}\right) .
$$

That the same is true for any $F \in \mathcal{F}$ follows directly, since,

$$
\tilde{C}_{A}(F)=\sum_{i=1}^{K} \tilde{C}_{A}\left(Z_{k}\right) 1_{\left\{Z_{k} \in F\right\}}=\sum_{i=1}^{K}\left(\sum_{j=1}^{J} \lambda_{j} 1_{\left\{C_{A}^{j}=Z_{k}\right\}}\right) 1_{\left\{Z_{k} \in F\right\}}=\sum_{j=1}^{J} \lambda_{j} 1_{\left\{C_{A}^{j} \in F\right\}}
$$

### 10.4 Proof of Theorem 3

Proof. Application of the compression and decompression relations establishes that the finite case is all that needs to be considered. To prove that if $\sim^{\tilde{C}}$ and $\succ^{\tilde{C}}$ satisfy OWC ABS follows, we apply lemma 1 directly to show that $\succsim^{\tilde{C}}$ satisfying OWC implies existence of $\tilde{u}: X \rightarrow \mathbb{R}$ that respects the binary relations $\sim^{\tilde{C}}$ and $\succ^{\tilde{C}}$. Moreover, in light of the last proposition, $(X, \tilde{C})$ is the weighted average of deterministic choice processes, $\tilde{C}=\sum_{j=1}^{J} \lambda_{j} C^{j}$, which have the property that their corresponding relations $\sim^{j}$ and $\succ^{j}$ are all respected by the same $\tilde{u}: X \longrightarrow \mathbb{R}$, since $\sim^{\tilde{C}}$ and $\succ^{\tilde{C}}$ represent the union of these deterministic relations:

$$
\begin{aligned}
& \tilde{C}_{A}\left(J^{x y}\right)>0 \text { if and only if } x \sim^{j} y, \text { some } 1 \leq j \leq J ; \\
& \tilde{C}_{A}\left(F^{x y}\right)>0 \text { if and only if } x \succ^{j} y, \text { some } 1 \leq j \leq J .
\end{aligned}
$$

Re-application of lemma 1 to each of the deterministic choice processes $\left\{\left(X, C^{j}\right)\right\}_{j=1}^{J}$ implies that $\sim^{j}$ and $\succ^{j}$ satisfy OWC for all $j$, and moreover that the utility function $\tilde{u}: X \rightarrow \mathbb{R}$ forms part of some ABS representation of them, further ensuring the existence of deterministic search processes $S^{j}$ such that $\left(\tilde{u}, S^{j}\right)$ form ABS representations of $\left(X, C^{j}\right)$ for all $1 \leq j \leq J$. Defining the corresponding weighted average search process $\tilde{S} \equiv \sum_{j=1}^{J} \lambda_{j} S^{j}$ and $v_{A}^{S_{j}^{j}}=\left\{\arg \max _{x \in S_{A}^{j}(t)} u(x)\right\}_{t=1}^{\infty}$, one can immediately confirm that $(\tilde{u}, \tilde{S})$ form a stochastic ABS representation of $(X, \tilde{C})$, since given $F \in \mathcal{F}$ and $A \in \mathcal{X}$,

$$
\tilde{C}_{A}(F)=\sum_{j=1}^{J} \lambda_{j} 1_{\left\{C_{A}^{j} \in F\right\}}=\sum_{j=1}^{J} \lambda_{j} 1_{\left\{v_{A}^{S j} \in F\right\}} .
$$

But as $\tilde{S}_{A}\left\{Z \in \mathcal{Z} \mid Z=S_{A}^{j}\right.$ for no $\left.j \in\{1, . ., J\}\right\}$, we know that,

$$
\begin{aligned}
& \tilde{S}_{A}\left(\left\{Z \in \mathcal{Z} \mid\left\{\arg \max _{x \in Z_{t}} u(x)\right\}_{t=1}^{\infty} \in F\right\}\right) \\
= & \sum_{j=1}^{j} \tilde{S}_{A}\left(\tilde{S}_{A}^{j}\right) 1_{\left\{v_{A}^{S j} \in F\right\}} \\
= & \sum_{j=1}^{J} \lambda_{j} 1_{\left\{v_{A}^{S j} \in F\right\}} .
\end{aligned}
$$

The last equality follows from the fact that, $\forall j \in\{1, \ldots J\}, \tilde{S}_{A}\left(\tilde{S}_{A}^{J}\right)=\lambda_{j}$.
To prove that ABS implies that $\sim^{\tilde{C}}$ and $\succ^{\tilde{C}}$ satisfy OWC, note that if $(\tilde{u}, \tilde{S})$ form an ABS representation of $(X, \tilde{C})$, Lemma 1 then implies that $\tilde{u}$ respects the orderings $\sim^{\tilde{C}}$ and $\succ^{\tilde{C}}$ on $X$,
which therefore satisfy OWC.

### 10.5 Proof of Theorem 4

As for ABS, the proof need be given only for the finite case in light of the compression and decompression operations. This finite proof follows from the a generalized version of the RBS characterization precisely as the deterministic result followed from proposition 1 . To prove the relevant result we need to generalize the ordering $\succsim^{\tilde{R}}$ of section 4.

Definition 18 Given a stochastic choice process $(\tilde{X}, C)$ and set $D \in \mathcal{X}$, the binary relation $\succ_{D}^{\tilde{L}}$ on $X$ is defined by $x \succ_{D}^{\tilde{L}} y$ if $\{x \cup y\} \cap D \neq \emptyset$, and there exists $A \in \mathcal{X}$ with $x, y \in A$ with $\tilde{C}_{A}^{L}\{x\}>0$ and $\tilde{C}_{A}^{L}\{y\}=0$. The binary relation $\succ^{\tilde{R}}$ is defined as $\succ_{D}^{\tilde{L}} \cup \succ^{\tilde{C}}$.

Proposition 5 A finite stochastic choice process model (X, $\tilde{C})$ has a stochastic RBS representation $(u, \tilde{S}, \rho)$ with below-reservation set $D \subset X$ if and only if :

1. $\tilde{X}^{N} \subset D$.
2. If $x \in D$ and $x \succsim_{D}^{\bar{R}} y$, then $y \in D$.
3. Given $x_{1}, x_{2}, x_{3}, . ., x_{n} \in X$ with $x=x_{1} \succsim_{D}^{\bar{R}} x_{2} \succsim_{D}^{\bar{R}} . . \succsim{ }_{D}^{\bar{R}} x_{n}=x$, there is no $k$ with $x_{k} \succ_{D}^{\bar{R}} x_{k+1}$.

Proof. The proof that conditions (1) - (3) of the proposition are sufficient is constructive, and similar to that in the deterministic case. As there, we define a utility function $u: X \rightarrow R$ that respects $\succ{ }_{D}^{\tilde{R}}$ and $\sim$ on $X$, define reservation utility $\rho$ as the average between the maximum on the set $D$ and the minimum on the set $X \backslash D$, and demonstrate again that $X \backslash D$ is the reservation set associated with the utility function $u: X \rightarrow R$ and reservation utility level $\rho$ by noting that $u(x)>u(y)$ whenever $x \in X \backslash D$ and $y \in D$. To see this, note that $x \in X \backslash D$ and $y \in D$ implies by condition (2) above that $C_{\{x, y\}}^{L}(\{x\})=1$, whereupon $x \succ_{D}^{\tilde{R}} y$, so that $u(x)>u(y)$ by construction.

We now consider all deterministic processes $C^{j}$ in the decomposition of the finite stochastic choice process map $\tilde{C}$ that we know by the last proposition to be available. Define $X_{j}^{N}$ as the nonterminal set associated with deterministic choice process ( $X, C^{j}$ ), and define also the corresponding
binary relations $\sim^{j}, \succ^{C^{j}}, \succ_{D}^{L^{j}}, \succ_{D}^{R^{j}}, \succsim^{C^{j}}, \succsim_{D}^{L^{j}}$, and $\succsim_{D}^{R^{j}}$. We show now that any set $D \subset X$ with properties 1-3 above for the stochastic choice process $(X, \tilde{C})$ necessarily satisfies corresponding deterministic properties 1-3 established in theorem 2 to be necessary and sufficient for $D$ to be a reservation set in some RBS representation of each $\left(X, C^{j}\right)$. With respect to the first such property, note directly from the definition that any non-terminal element in $\left(X, C^{j}\right)$ is necessarily so in the stochastic models, so that $X_{j}^{N} \subset \tilde{X}^{N}$, hence $X_{j}^{N} \subset D$ as required. The second and third properties follow directly from the fact that, for any $j \in\{1, \ldots, J\}, x \succ_{D}^{R^{j}} y \Rightarrow x \succ_{D}^{\bar{R}} y$ and $x \sim^{j} y \Rightarrow x \sim y$. To see this, note first that $x \succ_{D}^{R^{j}} y$ implies that either $x \succ^{C^{j}} y$ or $x \succ_{D}^{L^{j}} y$. The former case indicates that for some $A \in \mathcal{X}, \tilde{C}_{A}\left(R^{x y}\right) \geq \lambda_{j}>0$, and so $x \succ^{C^{j}} y$, while the latter implies that, for some $A \in \mathcal{X}$ and $B \subset A, x \in B, y \notin B$ and $\tilde{C}_{A}^{L}(B) \geq \lambda_{j}>0$, so $x \succ_{D}^{L} y$. In each case, $x \succ_{D}^{\bar{R}} y$. A similar argument shows that $x \sim^{j} y$ implies for some $A \in \mathcal{X}, \tilde{C}_{A}\left(J^{x y}\right) \geq \lambda_{j}>0$ and so $x \sim y$. This result shows that any violation of conditions 2 and 3 at the level of the deterministic choice process $j$ would lead to a violation of the equivalent condition at the level of the stochastic choice function.

Given that the assumptions of theorem 2 are satisfied, we conclude not only that there exists an RBS representation of each $\left(X, C^{j}\right)$ with reservation set $D$, but also that the utility function $u: X \rightarrow R$ and reservation utility level $\rho$ can be utilized in constructing such a representation, given that these are precisely the objects that are constructed in the course of the deterministic proof. Hence, for each $j$, there exists a search correspondence $S^{j}$ such that $\left(u, S^{j}, \rho\right)$ represents an RBS representation of $\left(X, C^{j}\right)$. We show now that $(u, \tilde{S}, \rho)$ comprises an RBS representation of $(X, \tilde{C})$, where $\tilde{S}$ is the corresponding convex combination of the deterministic search processes $S^{j}$,

$$
\tilde{S}=\sum_{j=1}^{J} \lambda_{j} S^{j}
$$

That $(u, \tilde{S})$ for a stochastic ABS representation follows as in the proof of the ABS representation theorem. That $X \backslash D=\{x \in X \mid u(x) \geq \rho\}$ holds by construction. Moreover given $A \in \mathcal{X}$, we know that if $A \cap(X \backslash D)=\phi$, then $A$ is searched fully in all search correspondences $S^{j}$, ensuring that $\tilde{S}_{A}^{L}(A)=1$. On the other hand, if $A \cap X^{R} \cap(X \backslash D) \neq \phi$, then we know that in the limit, search reaches into the reservation set in all search correspondences $S^{j}$, ensuring that $\tilde{S}_{A}\left\{Z \in \mathcal{Z} \mid H^{R}(Z)\right.$ is finite $\}=1$. Finally, since each element in the reservation set has the property that search ceases at once with probability one when such an element is encountered in each $S^{j}$, we know that $\tilde{S}_{A}\left\{Z \in \mathcal{Z} \mid \tilde{S}_{A}^{L}=\tilde{S}_{A}\left(H^{R}(Z)\right)\right\}=1$, completing the proof that ( $u, \tilde{S}, \rho$ ) comprises an RBS representation of $(X, \tilde{C})$.

The proof that conditions 1-3 above are necessary for a finite stochastic choice process ( $X, \bar{C}$ ) to have an RBS representation $(u, \tilde{S}, \rho)$ is essentially identical to that in the deterministic case. We let $D$ be the below reservation set generated by that representation, and establish that the three conditions of the proposition hold.

Proof of Theorem 5 Application of Lemma 1 translates the theorem to the statement that there exists $u: X \rightarrow \mathbb{R}, \rho: \Gamma \rightarrow \mathbb{R}$, and $\Theta: \Gamma \rightarrow \overline{\mathcal{S}}$ such that $(u, \Theta(\gamma), \rho(\gamma))$ forms a stochastic RBS representation of $\Phi(\gamma) \forall \gamma \in \Gamma$ if and only if there exists $v: X \rightarrow \mathbb{R}$ that respects $\succ^{\tilde{R}(\Gamma)}$ and $\sim^{\tilde{C}}(\Gamma)$. To see that existence of such a function $v: X \rightarrow \mathbb{R}$ is necessary, note from theorem 4 that the given function $u: X \rightarrow \mathbb{R}$ such that $(u, \Theta(\gamma), \rho(\gamma))$ forms a stochastic RBS representation of $\Phi(\gamma)$ for all $\gamma \in \Gamma$ respects $\succ^{\tilde{R}(\gamma)}$ and $\sim^{\tilde{C}}(\gamma)$ all $\gamma \in \Gamma$ and hence respects $\succ^{\tilde{R}(\Gamma)}$ and $\sim \tilde{C}(\Gamma)$. Conversely, given $v: X \rightarrow \mathbb{R}$ that respects $\succ^{\tilde{R}(\Gamma)}$ and $\sim^{\tilde{C}(\Gamma), ~}$ by definition it respects $\succ^{\tilde{R}(\gamma)}$ and $\sim^{\tilde{C}}(\gamma)$ all $\gamma \in \Gamma$, whereupon theorem 4 implies that there exists an RBS representation of $\Phi(\gamma)$ for all $\gamma \in \Gamma$. In fact the proof of theorem 4 reveals that the given function $v: X \rightarrow \mathbb{R}$ that respects $\succ^{\tilde{R}(\gamma)}$ and $\sim^{\tilde{C}(\gamma)}$ can form the basis for an ABS representation with appropriately defined $\rho: \Gamma \rightarrow \mathbb{R}$ and $\Theta: \Gamma \rightarrow \overline{\mathcal{S}}$, with $(v, \Theta(\gamma), \rho(\gamma))$ therefore forming the required stochastic RBS representation of $\Phi(\gamma) \forall \gamma \in \Gamma$.
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    ${ }^{1}$ The satisficing model itself only has testable implications for choice data if it is assumed that the search order never changes. See Manzini and Mariotti [2007] and Masatlioglu and Nakajima [2009] for examples of other decision theoretic models in which the decision maker's consideration set is smaller than the externally observable choice set. See also Eliaz and Spiegler [Forthcoming]. Rubinstein and Salant [2006] present a model of choice from lists, in which a decision maker searches through the available options in a particular order. Ok [2002] considers the case of a decision maker who is unable to compare all the available alternatives in the choice set. These models make specific assumptions about the nature of search to gain empirical traction.
    ${ }^{2}$ Compared to other novel data used to understand information search, such as those based on eye tracking or Mouselab (Payne, Bettman and Johnson [1993], Gabaix et al. [2006], Reutskaja et al. [Forthcoming]), choice process data is more closely tied to standard choice data and revealed preference methodology.

[^1]:    ${ }^{3}$ See Bernheim and Rangel [2008], Gul and Pesendorfer [2008] and Koszegi and Rabin [2008] for methodological viewpoints on the classification of particular decisions as "poor" or "mistaken."
    ${ }^{4}$ Caplin and Dean [Forthcoming] characterize theoretical connections between choice process data, sequential search, and reservation stopping rules with arbitrary objects of choice.

[^2]:    ${ }^{5}$ Given that the subjects (New York University students) made negligible mistakes when purely numerical options were presented, we wrote out the arithmetic expressions in word form rather than in symbolic form.
    ${ }^{6}$ Changes that were made over the pre-decision period were recorded and are analyzed in section V.
    ${ }^{7}$ For each of the three choice set sizes we generated 12 sets of values, which were used to generate the choice objects for both the low and the high complexity treatments.

[^3]:    ${ }^{8}$ In support of this interpretation, 58 of 76 subjects in a post experiment survey responded directly that they always had their most preferred option selected, while others gave more indirect responses that suggest similar behavior (e.g. having undertaken a recalculation before selecting a seemingly superior alternative).
    ${ }^{9}$ A graph of this distribution was shown in the experimental instructions. The front-weighting in the beta distribution provides an incentive for subjects to begin recording their most preferred options at an early stage.

[^4]:    ${ }^{10}$ There is no evidence for any effect of learning or fatigue on choice performance. The order in which choice rounds were presented was reversed for half the subjects, and the order of presentation did not have a significant effect on performance. In part, this may be because our experimental design is structured to remove learning effects. The decision making context, including the distribution of prizes, is known to the decision maker at the start of each experimental round.
    ${ }^{11}$ Absolute loss was regressed on dummies for choice set size, complexity and interactions, with standard errors calculated controlling for clustering at the subject level. Losses were significantly higher at the 5 percent level for size 40 compared to size 10 choice sets, and for the interaction of size 40 and complexity 7 compared to size 10 and complexity 3 choice sets.

[^5]:    ${ }^{12}$ Note that the choice process methodology only identifies a subset of searched objects: anything that is chosen at some point we assume must have been searched, but there may also be objects that are searched but never chosen, which we cannot identify. Combining our technology with a method of identifying what a subject has searched (for example

[^6]:    Mouselab or eye tracking) would therefore be of interest
    ${ }^{13}$ Specifically, we identify the smallest number of observations that need to be removed for the resulting data to be consistent with condition 1. The HM index is the number of remaining observations, normalized by dividing through by the total number of observations.
    ${ }^{14}$ An alternative measure of the failure of Condition 1 would be to calculate the minimum total change in payoff needed in order to adjust the data to satisfy Condition 1 . For example, if an object worth 12 was selected first and then one worth 4 , we would have to make a reduction of 8 to bring the data in line with Condition 1 . On the other hand, if a subject selected 5 and then 4 , only a reduction of 1 would be needed.

    The correlation between these two measures is very high in our sample: the Spearman's rank correlation is 0.96 . However, our subjects perform worse relative to the random benchmark according to this measure than according to the standard HM index. Using the new measure, 62 out of 76 subjects can be categorized as sequential search types using the 95 th percentile of random choice simulations. This suggests that, when our subjects mistakenly switch to worse objects, they sometimes make large errors in terms of dollar value.

[^7]:    ${ }^{15}$ Following the initial switch away from the zero value option.
    ${ }^{16}$ There are at least two ways to interpret the additive error term in this model. The first is that subjects calculate each option perfectly but only have a rough idea of their reservation value. The second is that subjects have a clear idea of their reservation value, but see the value of each option with some error.

    The existing literature regarding stochastic choice models is summarized in Blavatsky and Pogrebna [2010]. Models can broadly be categorized into two types. The first are "tremble" models of the type used in Harless and Camerer [1994]. For any given decision, there is a constant probability that the subject will make a mistake. All types of mistake are then equally probable. The second type assumes that the value of each option is observed with some stochastic error. Different models of this type assume different error structures, but all assume that small errors are more likely than large ones.

    Our estimation technique uses a model from the second category: the Fechner Model of Heteroscedastric Random Errors, which assumes that the reservation value is observed with an additive, normally distributed error term. In our setting, we find the tremble class of models implausible - neither intuition nor the data supports the idea that small errors are as likely as large ones.

    It terms of the precise distribution of the error term, we tested other common alternatives: logistic and extreme value errors. The results under these alternative assumptions were essentially the same.

[^8]:    ${ }^{17}$ Regressing selection number on the screen position of the selection gives a coefficient of 0.028 , significant at the 1 percent level (allowing for clustering at the subject level).
    ${ }^{18}$ For complexity 3 choice sets, regressing selection number on the screen position of the selection gives a coefficient of 0.036 , significant at the 1 percent level, while for complexity 7 sets the coefficient is 0.018 , not significant at the 10 percent level.

[^9]:    ${ }^{19}$ Controlling for selection number and position on screen, the coefficient on being a Top-Bottom searcher is negative and significant ( $p=0.005$ ) in a regression where success or failure of top down sequential search is the dependent variable.
    ${ }^{20}$ Regressing selection number on the screen position and complexity of the object selected gives coefficients of 0.037 and 0.136 respectively, both significant at the 1 percent level (allowing for clustering at the subject level).
    ${ }^{21}$ While there was no direct financial incentive for changing the selection in experiment 1 , there may be a psychological incentive if object selection aids memory.

[^10]:    ${ }^{22}$ This method of modeling makes the process of uncovering an option equivalent to the process of "locating" it as feasible. The strategy is more intricate if we allow unexplored options to be selected.

[^11]:    ${ }^{23}$ For the analysis of table 4 we drop subjects who never switch in any round and who are not classified as using a reservation strategy.
    ${ }^{24}$ For none of the treatments is the difference between experiments 1 and 2 in terms of compliance with the reservation utility model significant at the 5 percent level.

[^12]:    ${ }^{25}$ To calculate the average across all treatments, we calculate the average loss for each treatment and average across these.

[^13]:    ${ }^{26}$ One factor that potentially links these two findings is the concept of regret. Zeelenberg and Pieters [2007] show that decision makers experience more regret in larger choice sets and suggest that this can lead them to search for more information.
    ${ }^{27}$ For example, if a value of 10 was chosen by a subject from $\{7,10,12\}$, then our estimation strategy would find the scale factor that gives the highest probability to choosing 10 , given that all options are seen with their own error. With this approach, enough error must be applied so that the noisy signal of 10 appears larger than the noisy signal of 12 , but not so much error that the noisy signal of 7 appears larger than the noisy signal of 10 .
    ${ }^{28}$ Alternatively, we could have estimated the scale factor to best match the number of mistakes or magnitude of mistakes found in the data, but this would ignore the actual choices that subjects made, which may contain other unpredicted patterns.

[^14]:    ${ }^{29}$ Simulated data was generated as follows. For each sequence of choice process data observed in experiment 2, we simulated 1,000 sequences of the same length. For each sequence, a draw from the value distribution (rounded to the nearest integer) was treated as the initial selection. The sum of this value and a draw from the treatment-specific error distribution was then compared to the sum of a second draw from the value distribution and a draw from the treatmentspecific error distribution. If the latter sum was higher than the initial sum, then we assumed a switch occurred, and the value of the second draw from the value distribution was carried forward as the current selection. Otherwise we assumed that no switch occurred, and so the initial selection remained the current selection. Another draw from the value and error distributions was then made, and compared to the current selection plus error. This process was then repeated until the number of simulated switches was equal to the length of actual switches in sequence taken from experiment 2 . We then calculated the ratio of correct switches (where the true value of the new selection was higher than the true value of the current selection) to the total number of switches.
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[^16]:    ${ }^{1}$ This data has previously been considered by Campbell [1978]

[^17]:    ${ }^{2}$ There is a gap between the theoretically ideal data and the data our experiments generate. The model assumes that we can identify not just one, but all best options at each point in time. In contrast, the experiment consider only a single choice at each point in time. A similar gap is encountered in tests of standard rationality axioms.

[^18]:    ${ }^{3}$ While we do not explicitly derive ABS or RBS as resulting from optimal search it is true that a reservation based stopping rule is optimal within the class of ABS search behavior for a DM who has fixed costs of search, and is not learning about their environment. Moreover, the optimal reservation level does not depend on the size of the choice set the DM is choosing from, just the cost of search and perceived distribution of object values.

[^19]:    ${ }^{4}$ More broadly, prior experimental work on search and choice has made use of data that is less readily related to choice: the time taken in arriving at a decision [Busermeyer and Townsend, 1992; Rustichini, 2008]; direct observation of the order of information search using Mouselab [Payne, Bettman and Johnson, 1993; Ho, Camerer, and Weigelt, 1998; Johnson et al., 2002; Gabaix et al., 2006]; eye movements [Wang, Spezio and Camerer, 2006]; and verbal responses [Ericsson and Simon, 1984].
    ${ }^{5}$ In addition to playing an essential role in search theory, the fact that decision makers effectively choose among a small subset of potentially available options is familiar in the marketing literature. One of the central challenges in marketing is how to get an option to be actively considered, rather than being rejected sight unseen. The literature on "consideration sets" reflects this focus on product awareness as a necessary prelude to product choice (e.g. Alba and Chattopadhyay [1985] and Roberts and Lattin [1991]). Eliaz and Speigler [2010] study the behavior of a firm that can use costly marketing devices to manipulate the consideration set of a consumer.

[^20]:    ${ }^{6}$ We drop the braces around singleton sets: $x ; y ; x$ ! conveys selection of choice sets $\{x\}$, $\{y\}$, and $\{x\}$.

[^21]:    ${ }^{7}$ Note that Lemma 1 is a direct corollary of Theorem 2.6 in Bossert and Suzumura [2009].

[^22]:    ${ }^{8}$ While their paper has a different set up, there is a natural relation between our OWC condition and the dominating anchor axiom in Masatlioglu and Nakajima [2009]. Under a natural translation between the two settings, OWC implies the dominating anchor axiom but not vice versa. Masatlioglu and Nakajima [2009] consider extended choice problems that map choice sets and a reference point to final choice. The dominating anchor axiom states that, for any set $S$, there exists a "best" option $x$ such that, if $x$ is the reference point and some element from $S$ is chosen from set $T$, that element must be $x$ itself. Our axiom implies this if we assume that the starting point is always searched. Under this condition, a violation of the dominating axiom would also lead to a violation of our OWC condition (as every item in the set $S$ would have been revealed inferior to some other element in $S$ ). However, the dominating anchor axiom does not imply our OWC condition, as it has nothing to say about intermediate (i.e. non-final) choices.

[^23]:    ${ }^{9}$ A reasonable prior, e.g. that search is in list order (Salant and Rubinstein [2008]), may enrich the inferences one can make from choice process data. This theory of search order would be supported if chosen options were only replaced by items higher in the list. Support would be even stronger if the selected options were the successive maxima in list order.

[^24]:    ${ }^{10}$ One can readily allow for reservation rules that condition on immediately observable features of the choice set, such as its cardinality. Tyson [2007] considers the implications for final choice of a reservation level that decreases as choice sets get larger. However, Tyson assumes that the observable data is the set of all above reservation objects in a particular set.

[^25]:    ${ }^{11}$ That the set of $Z \in \mathcal{Z}$ with $\arg \max _{x \in Z_{t}} u(x)_{t=1}^{\infty} \in F$ is measurable is demonstrated in appendix 2 .

[^26]:    ${ }^{12}$ As with tests of standard choice theory, this experiment uncovers only one most preferred element rather than all such elements. This opens some daylight between the theoretical definition of choice process data and the experimental data.
    ${ }^{13}$ In support of this interpretation, 58 of 76 subjects in a post-experiment survey responded directly that they always had their most preferred option selected, while others gave more indirect responses that suggest similar behavior (e.g. having undertaken a re-calculation before selecting a seemingly superior alternative).
    ${ }^{14}$ The subjects knew that the $\$ 0$ option was the worst in the choice set. They therefore had the incentive to immediately change their selection, which is consistent with the ABS model with this being the only object searched. The model is restrictive only when a switch is made, at which point it implies that the object switched to is of higher value.

