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Abstract

This paper studies infinite-horizon stochastic games in which players ob-

serve payoffs and noisy public information about a hidden state each period.

Public randomization is available. We find that, very generally, the feasible

and individually rational payoff set is invariant to the initial prior about the

state in the limit as the discount factor goes to one. We also provide a re-

cursive characterization of the equilibrium payoff set and establish the folk

theorem.
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1 Introduction

When agents have a long-run relationship, underlying economic conditions may

change over time. A leading example is a repeated Bertrand competition with

stochastic demand shocks. Rotemberg and Saloner (1986) explore optimal collu-

sive pricing when random demand shocks are i.i.d. each period. Haltiwanger and

Harrington (1991), Kandori (1991), and Bagwell and Staiger (1997) further ex-

tend the analysis to the case in which demand fluctuations are cyclic or persistent.

A common assumption of these papers is that demand shocks are publicly observ-

ablebeforefirms make their decisions in each period. This means that in their

model, firms can perfectly adjust their price contingent on the true demand today.

However, in the real world, firms often face uncertainty about the market demand

when they make decisions. Firms may be able to learn the current demand shock

through their salesafter they make decisions; but then in the next period, a new

demand shock arrives, and hence they still face uncertainty about the true demand.

In such a situation, firms need to estimate the true demand in order to figure out

the optimal pricing each period, and they may want to “experiment” in order to

obtain better information about the future economic condition. This paper de-

velops a general framework which incorporates such uncertainty, and investigates

how uncertainty influences long-run incentives.

Specifically, we consider a new class of stochastic games in which the state

of the world is hidden information. At the beginning of each periodt, a hidden

stateω t (booms or slumps in the Bertrand model) is given, and players have some

posterior beliefµ t about the state. Players simultaneously choose actions, and

then a public signaly and the next hidden stateω t+1 are randomly drawn. After

observing the signaly, players updates their posterior belief using Bayes’ rule,

and then go to the next period. The signaly can be informative about both the

current and next states, which ensures that our formulation accommodates a wide

range of economic applications.

Throughout the paper, we assume that actions are perfectly observable. In

this case, there is no private information and thus players have the same posterior

belief µ t about the current stateω t after every history. Then this posterior belief

µ t can be regarded as a common state variable, and thus our model reduces to

a stochastic game withobservablestatesµ t . This is a great simplification, but

2



still the model is not as tractable as one may expect; a problem is that there are

infinitely many possible posterior beliefs, so we need to consider a stochastic

game withinfinitestates. This is in a sharp contrast with past work which assumes

afinitestate space (Dutta (1995), Fudenberg and Yamamoto (2011b), and Hörner,

Sugaya, Takahashi, and Vieille (2011)).1

A main problem of having infinite states is that a Markov chain over infinite

states can be “badly” behaved in the long run. When we consider a finite-state

Markov chain, some states must bepositive recurrentin the sense that the state

will return to the current state in finite time with probability one. Intuitively,

positive recurrence ensures that the Markov chain is “well-behaved” in the long

run; in particular, under a mild condition, the Markov chain isergodicso that the

state in a distant future is not influenced by the initial state. Using this property,

Dutta (1995) shows that the feasible payoff set for patient players, who care only

a distant future, is invariant to the initial state. All the existing techniques on

stochastic games rely on this invariance result. In contrast, when a Markov chain

has infinite states, states may not be positive recurrent, and accordingly, it is well-

known that an infinite-state Markov chain is not ergodic in many cases.2 Hence,

a priori, there is no reason to expect the belief evolution to be ergodic.

Nonetheless, we find that the invariance result extends to our setup under a

mild condition. Specifically, we show that if the game isconnected, then the

feasible payoff set is invariant to the initial belief in the limit as the discount

factor goes to one. We also show that the limit minimax payoff is invariant to

the initial belief under a stronger assumption,strong connectedness. Our proof is

substantially different from that of the literature, since the techniques which refer

to ergodic theorems are not applicable due to the infinite state space.

Our assumption, connectedness, is a condition about how thesupportof the

belief evolves over time; it requires that players can jointly drive the support of the

belief from any setΩ∗ to any other setΩ∗∗, unless the setΩ∗∗ is “not essential” in

1Hörner, Takahashi, and Vieille (2011) consider stochastic games with infinite states, but they
assume that the limit equilibrium payoff set is identical for all initial states, that is, they assume
a sort of ergodicity. There is also an extensive literature on the existence of Markov strategy
equilibria for the infinite-state case. See recent work by Duggan (2012) and Levy (2013), and an
excellent survey by Dutta and Sundaram (1998). In contrast to the literature, this paper considers
a general class of equilibria which are not necessarily Markovian.

2There are some well-known sufficient conditions for ergodicity of infinite-state Markov
chains, but these conditions are not satisfied in our model. See Appendix G for discussions.
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the sense that the probability of the support beingΩ∗∗ in a distant future is almost

negligible. (Here,Ω∗ andΩ∗∗ denote subsets of the whole state spaceΩ.) Intu-

itively, this property ensures that the evolution of the support of the belief is well-

behaved in the long run. As discussed in Section 4.3, connectedness is regarded

as a natural generalization of irreducibility commonly assumed in the literature

to the hidden-state case. We also show that connectedness can be replaced with

an even weaker condition, calledasymptotic connectedness. Asymptotic connect-

edness is satisfied for generic games, as long as the underlying state evolution is

irreducible.

As noted, connectedness is a condition on the evolution of the support of the

belief, and thus it is much weaker than assuming the belief evolution itself to be

well-behaved. Nonetheless, connectedness is enough to establish the result we

want. To illustrate the idea, think about a one-player game. Since public random-

ization is available, the feasible payoff set is an interval and hence determined by

the maximal and minimal payoffs. Letf (µ) be the maximal payoff with the initial

prior µ in the limit as the discount factor goes to one, and letµ∗ be a belief which

maximizesf (µ). Our key finding is roughly as follows:

(∗) If there is a beliefµ such thatf (µ) is equal to f (µ∗), then f (µ̃) is also

equal tof (µ∗) for everybelief µ̃ with the same support asµ.

That is, once we can find a beliefµ with supportΩ∗ which satisfies the above

property, it gives a uniform bound onf (µ̃) for all beliefsµ̃ with supportΩ∗. The

result (∗) greatly simplifies our problem, because it implies that in order to prove

that the maximal feasible payofff (µ) is invariant toall beliefsµ, it suffices to

find onebelief µ with the above property for each subsetΩ∗. And we can indeed

find suchµ for each supportΩ∗, using the fact that connectedness ensures that

players can jointly drive the support from any set to other sets, and the fact thatf

is a solution to a dynamic programming equation.

The second main result of the paper is the folk theorem, that is, we show that

any feasible and individually rational payoffs are achieved by sequential equilibria

as long as players are patient enough and the game is strongly connected. As an in-

termediate result, we provide a recursive characterization of the equilibrium pay-

off set, which generalizes self-generation of Abreu, Pearce, and Stacchetti (1990).

Taking into account the fact that the state evolution is not necessarily ergodic, we
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decompose payoffs in a way different than Abreu, Pearce, and Stacchetti (1990),

and by doing so, an equilibrium payoff can be regarded as the sum of a payoff ap-

proximating the Pareto-efficient frontier and of an expected continuation payoff.

This structure is reminiscent of that of the standard repeated games, in which an

equilibrium payoff is the sum of a stage-game payoff in period one, which is often

on the Pareto-efficient frontier, and of a continuation payoff. Hence we can gen-

eralize the proof idea of Fudenberg, Levine, and Maskin (1994, hereafter FLM)

to our setup, and can establish the folk theorem.

Stochastic games are proposed by Shapley (1953). Dutta (1995) character-

izes the feasible and individually rational payoffs for patient players, and proves

the folk theorem for the case of observable actions. Fudenberg and Yamamoto

(2011b) and Ḧorner, Sugaya, Takahashi, and Vieille (2011) extend the folk theo-

rem to games with public monitoring. All these papers assume that the state of

the world is publicly observable at the beginning of each period.3

Athey and Bagwell (2008), Escobar and Toikka (2013), and Hörner, Taka-

hashi, and Vieille (2015) consider repeated Bayesian games in which the state

changes as time goes and players have private information about the current state

each period. An important assumption in their model is that the state of the world

is a collection of players’ private information. They look at equilibria in which

players report their private information truthfully, so the state is perfectly revealed

before they choose actions.4 In contrast, in this paper, players have only limited

information about the true state and the state is not perfectly revealed.

Wiseman (2005), Fudenberg and Yamamoto (2010), Fudenberg and Yamamoto

(2011a), and Wiseman (2012) study repeated games with unknown states. They

all assume that the state of the world is fixed at the beginning of the game and does

not change over time. Since the state influences the distribution of a public signal

each period, players can (almost) perfectly learn the true state by aggregating all

the past public signals. In contrast, in our model, the state changes as time goes

and thus players never learn the true state perfectly.

3Independently of this paper, Renault and Ziliotto (2014) also study stochastic games with
hidden states, but they focus only on an example in which multiple states are absorbing.

4An exception is Sections 4 and 5 of Hörner, Takahashi, and Vieille (2015); they consider
equilibria in which some players do not reveal information and the public belief is used as a state
variable. But their analysis relies on the independent private value assumption.
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2 Setup

2.1 Stochastic Games with Hidden States

Let I = {1, · · · ,N} be the set of players. At the beginning of the game, Nature

chooses the state of the worldω1 from a finite setΩ. The state may change as

time passes, and the state in periodt = 1,2, · · · is denoted byω t ∈ Ω. The state

ω t is not observable to players, and letµ ∈△Ω be the common prior aboutω1.

In each periodt, players move simultaneously, with playeri ∈ I choosing an

actionai from a finite setAi . Let A ≡ ×i∈IAi be the set of action profilesa =
(ai)i∈I . Actions are perfectly observable, and in addition players observe a public

signal y from a finite setY. Then players go to the next periodt + 1, with a

(hidden) stateω t+1. The distribution ofy andω t+1 depends on the current state

ω t and the current action profilea∈ A; let πω(y, ω̃|a) denote the probability that

players observe a signaly and the next state becomesω t+1 = ω̃, givenω t = ω
anda. In this setup, a public signaly can be informative about the current stateω
and the next statẽω , because the distribution ofy may depend onω andy may

be correlated withω̃. Let πω
Y (y|a) denote the marginal probability ofy. Assume

that public randomizationz, which follows the uniform distribution on[0,1], is

available at the end of each period.

Playeri’s payoff in periodt is a function of the current action profilea and

the current public signaly, and is denoted byui(a,y). Then her expected stage-

game payoff conditional on the current stateω and the current action profilea

is gω
i (a) = ∑y∈Y πω

Y (y|a)ui(a,y). Here the hidden stateω influences a player’s

expected payoff through the distribution ofy. Letgω(a) = (gω
i (a))i∈I be the vector

of expected payoffs. Letgi = maxω,a |2gω
i (a)|, and letg = ∑i∈I gi . Also let π be

the minimum ofπω(y, ω̃|a) over all(ω , ω̃,a,y) such thatπω(y, ω̃|a) > 0.

Our formulation encompasses the following examples:

• Stochastic games with observable states. Let Y = Ω×Ω and suppose that

πω(y, ω̃ |a) = 0 for y = (y1,y2) such thaty1 , ω or y2 , ω̃. That is, the first

component of the signaly reveals the current state and the second compo-

nent reveals the next state. Suppose also thatui(a,y) is does not depend on

the second componenty2, so that stage-game payoffs are influenced by the

current state only. Since the signal in the previous period perfectly reveals
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the current state, in this model players know the stateω t beforethey choose

an action profileat . This is exactly the standard stochastic games studied in

the literature.

• Delayed observation. Let Y = Ω and assume thatπω
Y (y|a) = 1 for y = ω.

That is, assume that the current signalyt reveals the current stateω t . This

is the case in which players observe the stateafter they choose their actions

at . In what follows, this class of games is referred to as stochastic games

with delayed observations.

• Observable and unobservable states. Assume thatω consists of two com-

ponents,ωO andωU , and that the signalyt perfectly reveals the first com-

ponent of the next state,ω t+1
O . Then we can interpretωO as an observable

state andωU as an unobservable state. One of the examples which fits this

formulation is a duopoly market in which firms face uncertainty about the

demand, and their cost function depends on their knowledge, know-how, or

experience. The firms’ experience can be described as an observable state

variable as in Besanko, Doraszelski, Kryukov, and Satterthwaite (2010), and

the uncertainty about the market demand as an unobservable state.

In the infinite-horizon stochastic game, players have a common discount factor

δ ∈ (0,1). Let (ωτ ,aτ ,yτ ,zτ) be the state, the action profile, the public signal,

and the public randomization in periodτ. Then the history up to periodt ≥ 1

is denoted byht = (aτ ,yτ ,zτ)t
τ=1. Let Ht denote the set of allht for t ≥ 1, and

let H0 = { /0}. Let H =
∪∞

t=0Ht be the set of all possible histories. A strategy for

playeri is si = (st
i)

∞
t=1 such thatst

i : Ht−1 →△Ai is a measurable mapping for each

t. To simplify the notation, given any strategysi and historyht , let si(ht) denote

the action after periodht , i.e.,si(ht) = st+1
i (ht). Let Si be the set of all strategies

for player i, and letS= ×i∈ISi . Also let S∗i be the set of all playeri’s strategies

which do not use public randomization, and letS∗ = ×i∈I S∗i . Given a strategysi

and historyht , let si |ht be the continuation strategy induced bysi after historyht .

Let vω
i (δ ,s) denote playeri’s average payoff in the stochastic game when the

initial prior puts probability one onω , the discount factor isδ , and players play

strategy profiles. That is, letvω
i (δ ,s) = E[(1− δ )∑∞

t=1δ t−1gωt

i (at)|ω ,s]. Simi-

larly, let vµ
i (δ ,s) denote playeri’s average payoff when the initial prior isµ. Note
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that for each initial priorµ, discount factorδ , ands−i ∈ S∗−i , player i’s best re-

ply si ∈ S∗i exists; see Appendix F for the proof. Letvω(δ ,s) = (vω
i (δ ,s))i∈I and

vµ(δ ,s) = (vµ
i (δ ,s))i∈I .

2.2 Alternative Interpretation: Belief as a State Variable

In each periodt, each player forms a beliefµ t about the current hidden stateω t .

Since players have the same initial priorµ and the same informationht−1, the

posterior beliefµ t is also the same across all players. Then we can regard this

belief µ t as a common state variable; that is, our model can be interpreted as a

stochastic game withobservable statesµ t .

With this interpretation, the model can be re-written as follows. In period one,

the belief is simply the initial prior;µ1 = µ. In periodt ≥ 2, players use Bayes’

rule to update the belief; givenµ t−1, at−1, andyt−1, let

µ t(ω̃) = ∑ω∈Ω µ t−1(ω)πω(yt−1, ω̃ |at−1)
∑ω∈Ω µ t−1(ω)πω

Y (yt−1|at−1)

for eachω̃. Given this (common) beliefµ t , players chooses actionsat , and then

observe a signaly according to the distributionπµt

Y (y|a) = ∑ω∈Ω µ t(ω)πω
Y (y|a).

Public randomizationz∼U [0,1] is also observed. Playeri’s expected stage-game

payoff givenµ t andat is gµt

i (at) = ∑ω∈Ω µ t(ω)gω
i (at).

Now we give the definition of sequential equilibria. Letζ : H → △Ω be a

belief system; i.e.,ζ (ht) is the posterior aboutω t+1 after historyht . A belief sys-

temζ is consistent with the initial priorµ if there is a completely mixed strategy

profile s such thatζ (ht) is derived by Bayes’ rule in all on-path histories ofs.

Since actions are observable, given the initial priorµ, a consistent belief is unique

at each information set which is reachable by some strategy. (So essentially there

is a unique belief systemζ consistent withµ.) A strategy profiles is a sequen-

tial equilibrium in the stochastic game with the initial priorµ if s is sequentially

rational given the belief systemζ consistent withµ.

3 Example: Stochastic Bertrand Competition

Consider two firms which produce a homogeneous (undifferentiated) product. In

each period, each firmi chooses one of the three prices: A high price (aH
i = 2),
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a low price (aL
i = 1), or a Nash equilibrium price (a∗i = 0). Herea∗i = 0 is called

“Nash equilibrium price,” since we assume that the production cost is zero; this

ensures that there is a unique Nash equilibrium in the static game and each firm

chargesa∗i = 0 in the equilibrium. To simplify the notation, letaH = (aH
1 ,aH

2 ),
aL = (aL

1,a
L
2), anda∗ = (a∗1,a

∗
2).

There is a persistent demand shock and an i.i.d. demand shock. The persistent

demand shock is captured by a hidden stateω , which follows a Markov process.

Specifically, in each period, the state is either a boom (ω = ωH) or a slump (ω =
ωL), and after each period, the state stays at the current state with probability 0.9.

We assume that the current action (price) does not influence the state evolution.

Let µ ∈ (0,1) be the probability ofωH in period one.

Due to the i.i.d. demand shock, the aggregate demand of the product is stochas-

tic, and its distribution depends on the current economic conditionω and on the

effective price min{a1,a2}. For simplicity, assume that the aggregate demandy

takes one of the two values,yH = 10 andyL = 1. Assume that its distribution is

(πω
Y (yH |a),πω

Y (yL|a)) =



(0.9,0.1) if ω = ωH and min{a1,a2} = 1

(0.8,0.2) if ω = ωL and min{a1,a2} = 1

(0.8,0.2) if ω = ωH and min{a1,a2} = 2

(0.1,0.9) if ω = ωL and min{a1,a2} = 2

(1,0) if min{a1,a2} = 0

.

Intuitively, the high priceaH is a “risky” option in the sense that the expected

demand is high (the probability ofyH is 0.8) if the current economy is in a boom

but is extremely low (the probability ofyH is only 0.1) if the current economy is

in a slump. On the other hand, the low priceaL is a “safe” option in the sense that

the expected demand is not very sensitive to the underlying economic condition.

If the effective price is zero, the probability ofyH is one regardless of the current

stateω. We assume that the realized demandy is public information. Assume

also thaty and the next statẽω are independently drawn.

This is the Bertrand model, and a firm with a lower price takes the whole

market share. Accordingly, firmi’s current profit isui(a,y) = aiy if ai < a−i .

and ui(a,y) = 0 if ai > a−i . If ai = a−i , the firms share the market equally

andui(a,y) = aiy
2 . Given ω anda, let gω

i (a) = ∑y∈Y πω
Y (y|a)ui(a,y) be the ex-

pected profit of firmi, and letgω(a) = gω
1 (a) + gω

2 (a) be the total profit. An
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easy calculation shows thatgωH
(aH) = 16.4, gωH

(aL) = 9.1, gωL
(aH) = 3.8, and

gωL
(aL) = 8.2. So the high priceaH yields higher total profits than the low price

aL if it is in a boom, while the low priceaL is better if it is in a slump. Also, letting

gµ(a) = µgωH
(a)+ (1− µ)gωL

(a) be the total profit givenµ anda, it is easy to

see thatgµ(a) is maximized by the high priceaH if µ ≥ 44
117 ≈ 0.376, and by the

low priceaL if µ ≤ 44
117. Let µ∗ = 44

117 represent this threshold.

Now, consider the infinite-horizon model where the discount factor isδ ∈
(0,1). What is the optimal collusive pricing in this model, i.e., what strategy

profile s maximizes the expectation of the discounted sum of the total profit,

∑∞
t=1δ t−1gωt

(at)? To answer this question, letf (µ) be the maximized value

given the initial priorµ, that is, f (µ) = maxs∈SE[∑∞
δ=1δ t−1gωt

(at)|µ,s]. From

the principle of optimality, the functionf must solve

f (µ) = max
a∈A

[
(1−δ )gµ(a)+δ ∑

y∈Y
πµ

Y (y|a) f (µ̃(µ,a,y))

]
(1)

where µ̃(µ,a,y) is the belief in period two given that the initial prior isµ and

players playa and observey in period one. Intuitively, (1) says that the total

profit f (µ) consists of today’s profitgµ(a) and the expectation of the future profits

f (µ̃(µ,a,y)), and that the current action should maximize it.

For each discount factorδ ∈ (0,1), we can derive an approximate solution to

(1) by value function iteration with a discretized belief space. Figure 1 shows

the value functionf for δ = 0.7. As one can see, the value functionf is upward

sloping, which means that the total profit becomes larger when the initial prior

becomes more optimistic.

Figure 2 shows the optimal policy. (In the vertical axis, 0 means the low price

aL, while 1 means the high priceaH). It shows that the optimal policy is a simple

cut-off rule; the optimal action is the low priceaL when the current beliefµ is less

thanµ∗∗, and is the high priceaH otherwise, with the threshold valueµ∗∗ ≈ 0.305.

This threshold valueµ∗∗ is lower than that for the static game,µ∗ ≈ 0.376. That

is, when the current belief isµ ∈ (µ∗∗,µ∗), the firms choose the high price which

does not maximize the current profit. Note that this is soeven though actions do

not influence the state evolution. Why is this the case?

A key is that choosing the high price provides better information about the

10



Figure 1: Value Function

x-axis: beliefµ. y-axis: payoffs.

Figure 2: Optimal Policy

x-axis: beliefµ. y-axis: actions.

hidden stateω than the low price, in Blackwell’s sense.5 To see this, for eacha,

let Π(a) denote the two-by-two matrix with rows(πω
Y (yH |a),πω

Y (yL|a)) for each

ω . Then we have

Π(aL) = Π(aH)

(
13
14

1
14

11
14

3
14

)
,

that is,Π(aL) is the product ofΠ(aH) and astochastic matrixin which each row

is a probability distribution. This shows thatΠ(aL) is a garbling of Π(aH) (see

Kandori (1992)), and in this sense, the public signaly given the low priceaL is

less informative than that given the high price.

When the current belief isµ ∈ (µ∗∗,µ∗), the current profit is maximized by

choosing the low priceaL. However, by choosing the high priceaH today, the

firms can obtain better information and can make a better estimation about the

hidden state tomorrow. This yields higher expected profits in the continuation

game, and whenµ ∈ (µ∗∗,µ∗), this effect dominates the decrease in the current

profit. Hence the high price is chosen in the optimal policy.

In this example, the efficient payofff (µ) can be achieved by a trigger strategy.

Consider the strategy profile in which the firms follow the optimal policy above,

but switch to “forevera∗” once there is a deviation from the optimal policy. Let us

check firmi’s incentive. In the punishment phase, firmi has no reason to deviate

from a∗, since “playinga∗ forever” is a Markov strategy equilibrium in this model.

5See Hao, Iwasaki, Yokoo, Joe, Kandori, and Obara (2012) for the case in which lower prices
yield better information about the hidden state.
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(Indeed, when the opponent choosesa∗ forever, even if firmi deviates, its payoff

is zero.) In the collusive phase, if the optimal policy specifies the low price today,

firm i has no reason to deviate because any deviation yields the payoff of zero. So

consider the case in which the optimal policy specifies the high price today. If firm

i deviates, its current payoff is at mostgωH

i (aL
i ,a

H
−i) = 9.1, and its continuation

payoff is zero. So the overall payoff is at most(1− δ )9.1+ δ ·0 = 2.73. On the

other hand, if firmi does not deviate, its payoff is at least minµ∈[µ∗,1]
f (µ)

2 ≥ 4.

Hence the above strategy profile is an equilibrium.

A couple of remarks are in order. First, the firms do “experiments” in this

efficient equilibrium. As argued, when the current belief isµ ∈ (µ∗∗,µ∗), the

firms choose the high priceaH in order to obtain better information, although it

does not maximize the current expected payoff.

Second, the equilibrium construction here is misleadingly simple, since it re-

lies on the existence of a Markov strategy equilibrium in whicha∗ is charged for-

ever. In general, when the state space is infinite, the existence of Markov strategy

equilibria is not guaranteed (see Duggan (2012) and Levy (2013)), and accord-

ingly, it is not obvious how to punish a deviator in an equilibrium. Indeed, the

proof of our folk theorem is non-constructive.

Third, the solution to (1) depends on the discount factorδ . Figure 3 illustrates

how the value function changes when the firms become more patient; it gives the

value functions forδ = 0.9, δ = 0.99, andδ = 0.999. The optimal policies are

still cut-off rules, and the cut-off value isµ = 0.285 for δ = 0.9, µ = 0.276 for

δ = 0.99, andµ = 0.275 forδ = 0.999. Note that the cut-off value becomes lower

(so the high price is chosen more frequently) when the discount factor increases.

The reason is that when the firms become patient, they care future profits more

seriously, and thus information about the hidden state tomorrow is more valuable.

As one can see from the figure, when the firms become patient, the value

function becomes almost flat, that is, the firms’ initial prior has almost no impact

on the total profit. This property is not specific to this example; we will show

in Lemma 5 that if the game isconnected, then the feasible payoff set does not

depend on the initial prior in the limit as the discount factor goes to one. This

result plays an important role when we prove the folk theorem.
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Figure 3: Value Functions for Highδ
x-axis: beliefµ. y-axis: payoffs.

4 Connected Stochastic Games

In general, stochastic games can be very different from infinitely repeated games.

Indeed, the irreversibility created by absorbing states can support various sorts

of backward induction arguments with no real analog in the infinitely repeated

setting. To avoid such a problem, most of the existing papers assume irreducibility

of the state evolution, which rules out absorbing states (Dutta (1995), Fudenberg

and Yamamoto (2011b), and Hörner, Sugaya, Takahashi, and Vieille (2011)).

Since we consider a new environment in which the stateω is hidden, we need

to identify an appropriate condition which parallels the notion of irreducibility in

the standard model. We find that one of such conditions isconnectedness, which

imposes a restriction on how thesupportof the posterior belief evolves over time.

4.1 Full Support Assumption

Connectedness is satisfied in a wide range of examples, including the ones pre-

sented in Section 2.1. But its definition is a bit complex, and hence it would be

desirable to have a simple sufficient condition for connectedness. One of such

conditions is the full support assumption.

Definition 1. The state transition function has afull supportif πω(y, ω̃ |a) > 0 for

13



all ω, ω̃, a, andy such thatπω
Y (y|a) > 0.

In words, the full support assumption holds if any stateω̃ can happen to-

morrow given any current stateω, action profilea, and signaly. An important

consequence of this assumption is that players’ posterior belief is always in the

interior of△Ω; that is, after every history, the posterior beliefµ t assigns positive

probability to each stateω. Note that we do not require a full support with respect

to y, so some signaly may not occur for some stateω and some action profilea.

As a result, the full support assumption can be satisfied for games with delayed

observations, in which the signaly does not have a full support.

In general, the full support assumption is much stronger than connectedness,

and it rules out many economic applications. For example, the full support as-

sumption is never satisfied if observable and unobservable state coexist.

4.2 Connectedness

In this subsection, we describe the idea of connectedness. In particular, we illus-

trate how it is related to irreducibility, which is commonly assumed in the litera-

ture on stochastic games with observable states.

The idea of irreducibility is introduced by Dutta (1995), and it is named by

Fudenberg and Yamamoto (2011b). Irreducibility requires that each stateω̃ be

reachable from any stateω in finite time. Formally,ω̃ is accessible fromω if

there is a natural numberT and an action sequence(a1, · · · ,aT) such that

Pr(ωT+1 = ω̃|ω,a1, · · · ,aT) > 0, (2)

where Pr(ωT+1 = ω̃|ω ,a1, · · · ,aT) denotes the probability that the state in period

T + 1 is ω̃ given that the initial state isω and players play the action sequence

(a1, · · · ,aT) for the firstT periods.ω̃ is globally accessibleif it is accessible from

any stateω ∈ Ω. Irreducibility requires the following property:6

Definition 2. The state evolution isirreducible if each stateω̃ is globally acces-

sible.

6 Irreducibility of Fudenberg and Yamamoto (2011b) is stronger than the one presented here,
but for our purpose (i.e., the invariance of the feasible payoff set), this weaker requirement is
enough. In this paper, their condition is stated asrobust irreducibility; see Section 5.3.
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That is, irreducibility says that there is a path fromω to ω̃ for any pair of

states. Very roughly speaking, this property ensures that the evolution of the state

is well-behaved in the long-run.

A natural extension of irreducibility to our model is to require global accessi-

bility of all posterior beliefsµ t , becauseµ t is an observable state in our model.

A belief µ̃ ∈ △Ω is globally accessibleif for any initial prior µ, there isT and

(a1, · · · ,aT) such that

Pr(µT+1 = µ̃|µ,a1, · · · ,aT) > 0.

Here, Pr(µT+1 = µ̃|µ,a1, · · · ,aT) denotes the probability that the posterior belief

in periodT +1 is µT+1 = µ̃ given that the initial prior isµ and players play the

action sequence(a1, · · · ,aT). A naive generalization of irreducibility is to require

each beliefµ̃ ∈△Ω to be globally accessible.

Unfortunately, such a condition is too demanding and never satisfied. The

problem is that there are infinitely many possible beliefsµ and thus there is no

reason to expect recurrence; i.e., the posterior belief may not return to the current

belief in finite time.7 So we need to find a condition which is weaker than global

accessibility ofµ but still parallels irreducibility of the standard model.

A key is to look at the evolution of thesupportof µ t , rather than the evolution

of µ t itself. As will be explained in Section 5.2, all we need for our result is that

the evolution of thesupportof the posterior belief is well-behaved in the long run.

This suggests us to consider global accessibility of the support of the belief:

Definition 3. A non-empty subsetΩ∗ ⊆ Ω is globally accessibleif there isπ∗ > 0

such that for any initial priorµ, there is a natural numberT ≤ 4|Ω|, an action

sequence(a1, · · · ,aT), and a belief̃µ whose support is included inΩ∗ such that

Pr(µT+1 = µ̃|µ,a1, · · · ,aT) ≥ π∗.

In words,Ω∗ ⊆Ω is globally accessible if given any initial priorµ, the support

of the posterior beliefµT+1 can be a subset ofΩ∗ with probability at leastπ∗ > 0

when players play some appropriate action sequence(a1, · · · ,aT). A couple of

remarks are in order. First, the above condition differs from (2) in that the former

7Formally, there always exists a beliefµ which is not globally accessible, because given an
initial belief, only countably many beliefs are reachable.
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requires that there be a lower boundπ∗ > 0 on the probability of the posterior

belief reachingµ̃, while the latter does not. The reason whyπ∗ does not show up

in (2) is that when states are observable, possible initial states are finite and thus

the existence of a lower boundπ∗ > 0 is obvious. On the other hand, here we

explicitly assume the existence of the boundπ∗, since there are infinitely many

initial priors µ.8

Second, the restrictionT ≤ 4|Ω| in the definition above is without loss of gen-

erality. That is, if there is̃T > 4|Ω| which satisfies the condition stated above, then

there isT ≤ 4|Ω| which satisfies the same condition. See Appendix A for details.

To state the definition of connectedness, we need to introduce one more idea,

transience. We first give its definition and then discuss why we need it. Let

Pr(µT+1 = µ̃|µ,s) denote the probability that the posterior belief in periodT +1

is µT+1 = µ̃ given that the initial prior isµ and players play the strategy profiles.

We would like to emphasize that the restrictionT ≤ 2|Ω| in the definition below is

without loss of generality; see Appendix A for details.

Definition 4. A subsetΩ∗ ⊆ Ω is transientif it is not globally accessible and for

any pure strategy profiles∈ S∗ and for anyµ whose support isΩ∗, there is a

natural numberT ≤ 2|Ω| and a beliefµ̃ whose support is globally accessible such

that Pr(µT+1 = µ̃|µ,s) > 0.

In words, transience ofΩ∗ implies that if the support of the current belief is

Ω∗, then regardless of future actions, the support of the posterior belief cannot

stay there forever and must reach some globally accessible set with positive prob-

ability.9 As shown in Lemma 11 in Appendix A, this property implies that if

the support of the current belief is transient, then the support cannot return to the

current one forever with positive probability. Hence, ifΩ∗ is transient, the time

during which the support of the posterior belief stays atΩ∗ is almost negligible

in the long run. In other words, the existence of transient setsΩ∗ does not influ-

ence the long-run behavior of the support of the posterior belief. Hence, if each

8Replacing the action sequence(a1, · · · ,aT) in the definition with a strategy profiles does not
weaken the condition; that is, as long as there is a strategy profile which satisfies the condition
stated in the definition, we can find an action sequence which satisfies the same condition.

9The strategy profiles in Definition 4 cannot be replaced with an action sequence(a1, · · · ,aT).
This is in sharp contrast with global accessibility, in which both(a1, · · · ,aT) ands give the same
condition.

16



subsetΩ∗ ⊆ Ω is either globally accessible or transient, we can expect that the

evolution of the support should be well-behaved in the long-run, on the analogy

of irreducibility for games with observable states. This condition is precisely our

assumption, connectedness:

Definition 5. A stochastic game isconnectedif each subsetΩ∗ ⊆ Ω is globally

accessible or transient.

The above definition is stated using the posterior beliefµ t . In Appendix A,

we will give an equivalent definition of connectedness based on primitives. It is

stated as a condition on the distribution of the next stateandthe distribution of the

public signal; this is a natural consequence from the fact that the evolution of the

posterior belief is determined by the interaction of the evolution of the underlying

stateω and of players’ public signaly. Using this definition, one can check if a

given game is connected or not in finitely many steps.

Connectedness is weaker than requiring that all subsetsΩ∗ be globally ac-

cessible, since some sets can be transient. This difference is important, because

requiring global accessibility of all subsetsΩ∗ is too demanding in most appli-

cations. To see this, take a singleton setΩ∗ = {ω}. For this set to be globally

accessible, given any initial prior, the posterior beliefµ t must puts probability

one on this stateω at some periodt. However this can happen only if the signaly

reveals the next state, and such an assumption is violated in most applications.

4.3 When is the Game Connected?

Now we will explain that connectedness is satisfied in a wide range of exam-

ples. First of all, as argued, connectedness is satisfied whenever the full support

assumption holds. To see this, note that under the full support assumption, the

support of the posterior belief is the whole spaceΩ after every history. This im-

plies thatΩ is globally accessible, and other subsets are transient. Hence the game

is connected. We record this result as a lemma:

Lemma 1. If the state transition function has a full support, then the game is

connected.

While the full support assumption is satisfied in many applications, it is still

stronger than connectedness. One of the examples in which the game is connected

17



but the full support assumption does not hold is stochastic games with observable

states. So extending the full support assumption to connectedness is necessary if

we want to establish a general theory which subsumes existing models as a special

example. The following lemma shows that in stochastic games with observable

states, connectedness reduces to a condition which is weaker than irreducibility.

ω is transientif for any pure strategy profiles, the state must reaches fromω to

some globally accessible stateω̃ within |Ω| periods with positive probability.

Lemma 2. In stochastic games with observable states, the game is connected if

each stateω is globally accessible or transient.

The proof of the lemma is straightforward; it is obvious that a singleton set

{ω} with globally accessibleω is globally accessible, and other setsΩ∗ are tran-

sient.

Next, consider the case in which the state is observable with delay. In this

model, the full support assumption is satisfied if any state can happen tomorrow

with positive probability. On the other hand, if the state evolution is determin-

istic, the full support assumption is violated. The following lemma shows that

connectedness is satisfied even with a deterministic state evolution, as long as it is

irreducible. The proof is given in Appendix E.

Lemma 3. In stochastic games with delayed observations, the game is connected

if each stateω is globally accessible or transient.

In some applications, observable and unobservable states coexist. The full

support assumption is never satisfied in such an environment, due to the observ-

able component of the state. The next lemma shows that connectedness can be

satisfied even in such a case. Recall thatωO denotes an observable state andωU

denotes an unobservable state. Letπω
Ω (ω̃|a) be the marginal distribution of the

next stateω̃ given the current stateω and the action profilea. Let πω
ΩU

(ω̃U |a,y)
be the conditional probability of the unobservable stateω̃U given that the current

state isω, the current action isa, and the signaly is observed. The state evolu-

tion is fully stochasticif πω
Ω (ω̃|a) > 0 andπω

ΩU
(ω̃U |a,y) > 0 for all ω , ω̃ , a, and

y. Intuitively, this condition says that any observable state can happen tomorrow

with positive probability, and that players cannot rule out the possibility of any

unobservable state conditional on any signaly. Note that wedo notassume that
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the evolutions ofωO andωU are independent, so the distribution of the next ob-

servable state may depend on the current unobservable state. Hence the evolution

of the observable stateωO here can be quite different from the one for the standard

stochastic game.

Lemma 4. Suppose that observable and unobservable states coexist. The game

is connected if the state evolution is fully stochastic.

From Lemmas 2 and 3, we know that irreducibility of the underlying state is

sufficient for connectedness, if states are observable (possibly with delay). Unfor-

tunately, this result does not hold if states are not observable; irreducibility may

not imply connectedness when states are hidden. See Example 2 in Appendix A,

in which the state follows a deterministic cycle (and hence irreducible) but the

game is not connected.

Remark 1. Although the game is not connected, we can still show that the folk

theorem holds in Example 2 in Appendix A. A key is that connectedness is stronger

than necessary, and it can be replaced with a weaker condition, calledasymp-

totic connectedness. (See Appendix C for the definition.) The example satisfies

asymptotic connectedness. More generally, as Lemma 14 in Appendix C shows,

the game is asymptotically connected for generic signal structures as long as the

state evolution is irreducible. This means that irreducibility of the underlying state

“almost” implies connectedness.

5 Feasible and Individually Rational Payoffs

5.1 Invariance of Scores

LetVω(δ ) be the set of feasible payoffs when the initial state isω and the discount

factor isδ , i.e., letVω(δ ) = co{vω(δ ,s)|s∈ S∗}. Likewise, letVµ(δ ) be the set

of feasible payoffs when the initial prior isµ. Note that the feasible payoff set

depends onδ , as the stateω changes over time.

Let Λ be the set of directionsλ ∈ RN with |λ | = 1. For each directionλ , we

compute the “score” using the following formula:

max
v∈Vµ (δ )

λ ·v.
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Note that this maximization problem indeed has a solution; see Appendix F for

the proof. Roughly speaking, the score characterizes the boundary of the feasible

payoff setVµ(δ ) toward directionλ . For example, whenλ is the coordinate vec-

tor with λi = 1 andλ j = 0 for all j , i, we have maxv∈Vµ (δ ) λ ·v = maxv∈Vµ (δ ) vi ,

so the score represents the highest possible payoff for playeri in the feasible pay-

off set. Given a directionλ , let f (µ) be the score given the initial priorµ. The

function f can be derived by solving the following Bellman equation:

f (µ) = max
a∈A

[
(1−δ )λ ·gµ(a)+δ ∑

y∈Y
πµ

Y (y|a) f (µ̃(µ,a,y))

]
(3)

where µ̃(µ,a,y) is the belief in period two given that the initial prior isµ and

players playa and observey in period one. Note that (3) is a generalization of

(1), which characterizes the best possible profit in the stochastic Bertrand model;

indeed, whenλ = ( 1√
2
, 1√

2
), (3) reduces to (1).

In Section 3, we have found that the total profit in the Bertrand model is insen-

sitive to the initial prior when the discount factor is close to one. The following

lemma generalizes this observation; it shows that if the game is connected and if

δ is sufficiently large, the scores do not depend on the initial prior. This result

implies that the feasible payoff setsVµ(δ ) are similar across all initial priorsµ
whenδ is close to one. The proof is given in Appendix E.10

Lemma 5. Suppose that the game is connected. Then for eachε > 0, there is

10We thank Johannes Ḧorner for pointing out that Lemma 5 strengthens the results in the lit-
erature of partially observable Markov decision process (POMDP). Whether the value function is
constant or not in the limit asδ → 1 is an important question in the POMDP literature, since the
constant value function ensures the existence of a solution to the dynamic programming equation
with time-average payoffs. It turns out that connectedness is weaker than sufficient conditions
found in the literature, including renewability of Ross (1968), reachability-detectability of Platz-
man (1980), and Assumption 4 of Hsu, Chuang, and Arapostathis (2006). (There is a minor error in
Hsu, Chuang, and Arapostathis (2006); see Appendix H for more details.) So for anyone interested
in a POMDP problem with time-average payoffs, connectedness is a condition which subsumes
these existing conditions and is applicable to a broader class of games. Indeed, Examples 1 and
4 in this paper do not satisfy any assumptions above, but they are connected. (Also, Examples
2 and 3 do not satisfy the above assumptions, but they are asymptotically connected and hence
Lemma 15 applies.) The only conditions which do not imply connectedness are Assumptions 2
and 5 of Hsu, Chuang, and Arapostathis (2006), but they are stated using the optimal policy and
hence not tractable. For example, to check their assumptions in our setup, and we need to compute
the optimal policy for each directionλ .
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δ ∈ (0,1) such that for anyλ ∈ Λ, δ ∈ (δ ,1), µ, andµ̃,∣∣∣∣ max
v∈Vµ (δ )

λ ·v− max
ṽ∈V µ̃ (δ )

λ · ṽ
∣∣∣∣ < ε.

Although it is not stated in the lemma, in the proof we show that the score

converges at the rate of 1−δ . That is, we can replaceε in Lemma 5 withO(1−δ ).
This lemma extends the invariance result of Dutta (1995) to the hidden-state

case. The proof technique is different, because his proof essentially relies on

ergodic theorems, which are not applicable to our model due to infinite states. In

Appendix G, we explain why his technique does not apply to our model in more

details. In the next subsection, we provide a sketch of the proof of Lemma 5

under the full support assumption, and discuss how to generalize it to connected

stochastic games.

Now we define the “limit feasible payoff set.” Lemma 9 in Appendix A shows

that the score maxv∈Vµ (δ ) λ ·v has a limit asδ → 1, so letVµ be the set of allv∈
RN such thatλ ·v≤ limδ→1maxv∈Vµ (δ ) λ ·v for all λ . Lemma 5 above guarantees

that this setVµ is independent ofµ, so we denote it byV. This setV is the limit

feasible payoff set, in the sense thatVµ(δ ) approximatesV for all µ as long asδ
is close to one; see Lemma 10 in Appendix A for details.

5.2 Proof Sketch

To illustrate the idea of our proof, consider the coordinate directionλ with λi = 1

so that the score is simply playeri’s highest possible payoff within the feasible

payoff set. For simplicity, assume thatπ has a full support, that is,πω(y, ω̃|a) > 0.

Assume further that there are only two states; so the initial priorµ is represented

by a real number between[0,1]. Let sµ be the strategy profile which attains the

score when the initial prior isµ, i.e., letsµ be such thatvµ
i (δ ,sµ) = maxv∈Vµ (δ ) vi .

As shown in Lemma 21 in Appendix E, the scorevµ
i (δ ,sµ) is convex with

respect toµ. (The proof relies on the fact that playeri’s payoff vµ
i (δ ,s) is linear

in a belief µ for a givens.) This implies that the score must be maximized by

µ = 0 or µ = 1. Without loss of generality, assume thatµ = 0 is the maximizer,

and letω be the corresponding state. The curve in Figure 4 represents the score

vµ
i (δ ,sµ) for eachµ; note that this is indeed a convex function and the value is
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µ = 1µ = 0

vω
i (δ ,sω)

gω
i (a∗)

E[vµ(y)
i ]

l

1−δ
δ l

Graph ofvµ
i (δ ,sµ)

Figure 4: Scorevµ
i (δ ,sµ)

maximized atµ = 0. In what follows, the maximized valuevω
i (δ ,sω) is called

maximal score. (Here the superscriptω meansµ = 0.)

The rest of the proof consists of two steps. In the first step, we show that there

is a beliefµ ∈ [π,1−π] such that the scorevµ
i (δ ,sµ) with the beliefµ is close to

the maximal score. This result follows from the fact that the score function is a

solution to a dynamic programming equation.

The second step of the proof is more essential; it shows that if such a be-

lief µ exists, then the scorevµ̃
i (δ ,sµ̃) for everybelief µ̃ is close to the maxi-

mal score. This means that we do not need to compute the score for each belief

separately; although the set of beliefs is continuous, if we can findone belief

µ ∈ [π,1−π] which approximates the maximal score, we can bound the scores

for all beliefs uniformly. The proof crucially relies on the convexity of the score

functionvµ
i (δ ,sµ), which comes from the fact that the state variableµ is a belief.

5.2.1 Step 1: Existence ofµ Approximating the Maximal Score

Recall that the score function is maximized at the beliefµ = 0, andsω is the

strategy profile which achieves this maximal score. Leta∗ be the action profile

in period one played bysω . Let µ(y) be the posterior belief at the beginning of

period two when the initial prior isµ = 0 and the outcome in period one is(a∗,y).
Since the scorevω

i (δ ,sω) is the sum of the payoffgω
i (a∗) in period one and the
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expectation of the continuation payoffvµ(y)
i (δ ,sµ(y)), we have

vω
i (δ ,sω) = (1−δ )gω

i (a∗)+δE[vµ(y)
i (δ ,sµ(y))]

whereE is the expectation with respect toy given that the initial state isω anda∗

is chosen in period one. Equivalently,

vω
i (δ ,sω)−E[vµ(y)

i (δ ,sµ(y))] =
1−δ

δ
(gω

i (a∗)−vω
i (δ ,sω)).

For simplicity, assume thatω andsω does not depend onδ . (Lemma 22 in Ap-

pendix E shows that the result easily extends to the case in which they depend on

δ .) Then the above equality implies that

vω
i (δ ,sω)−E[vµ(y)

i (δ ,sµ(y))] = O

(
1−δ

δ

)
. (4)

That is, the expected continuation payoffE[vµ(y)
i (δ ,sµ(y))] is “close” to the maxi-

mal scorevω
i (δ ,sω).

Now, we claim that the same result holds even if we take out the expectation

operator; i.e., for each realization ofy, the continuation payoffvµ(y)
i (δ ,sµ(y)) is

close to the maximal score so that

vω
i (δ ,sω)−vµ(y)

i (δ ,sµ(y)) = O

(
1−δ

δ

)
. (5)

To see this, note that

vω
i (δ ,sω)−E[vµ(y)

i (δ ,sµ(y))] = ∑
y∈Y

πω
Y (y|a∗){vω

i (δ ,sω)−vµ(y)
i (δ ,sµ(y))}.

Sincevω
i (δ ,sω) is the maximum score, the term in the curly brackets is non-

negative for ally. Thus, if there isy such that the term in the curly brackets

is not of order1−δ
δ , then the right-hand side is not of order1−δ

δ . However this

contradicts (4), and hence (5) holds for ally.

Pick an arbitraryy. Then the resulting posterior beliefµ(y) satisfies the desired

properties. Indeed, (5) ensures that the score for the beliefµ(y) approximates the

maximal score. Also, the full support ofπ impliesµ(y) ∈ [π,1−π].
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5.2.2 Step 2: Uniform Bound

Takeµ(y) as in the first step so thatµ(y) ∈ [π,1−π] and the score approximates

the maximal score ifµ(y) is the initial prior. Consider the strategy profilesµ(y),

which achieves the score with the initial priorµ(y). The dashed line in Figure 5

represents playeri’s payoff with this strategy profilesµ(y) for each beliefµ. Note

that it must be a line, because given a strategy profiles, the payoff for any interior

belief µ ∈ (0,1) is a convex combination of those for the boundary beliefsµ = 0

andµ = 1. The dashed line must be below the curve, since the curve gives the best

possible payoff for eachµ. Also, the dashed line must intersect with the curve at

µ = µ(y), since the strategy profilesµ(y) achieves the score atµ = µ(y). Taken

together, the dashed line must be tangential to the curve atµ = µ(y), as described

in the figure.

µ = 1µ = 0

vω
i (δ ,sω)

vµ(y)
i (δ ,sµ(y))

1−δ
δ l

Graph ofvµ
i (δ ,sµ)

Graph ofvµ
i (δ ,sµ(y))

µ(y)

D

Figure 5: Payoff bysµ(y)

Suppose that the dashed line is downward-sloping, and letD be as in the fig-

ure. In words,D is the difference between they-intercept of the dashed line and

vµ(y)
i (δ ,sµ(y)). Since we have (5), the valueD is also of order1−δ

δ , as one can see

from the figure. Then the slope of the dashed line, which is equal toD
µ(y) , is also of

order 1−δ
δ . This implies that the dashed line is “almost flat” and thus the strategy

profile sµ(y) yields similar payoffs regardless of the initial priorµ. In particular,

sincevµ(y)
i (δ ,sµ(y)) is close tovω

i (δ ,sω), the dashed line is close to the horizontal

line corresponding to the maximal scorevω
i (δ ,sω) regardless of the initial prior
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µ. Then the curve, which is between these two lines, is also close to the horizontal

line corresponding to the maximal scorevω
i (δ ,sω) for all µ. This implies that the

scorevµ
i (δ ,sµ) approximates the maximal score for allµ, which proves Lemma

5.

We can also show that the same result holds even if the dashed line is upward-

sloping. To prove it, we use the payoffs atµ = 1 rather than atµ = 0 to bound the

slope of the dashed line.

5.2.3 Discussion

In the above proof, in order to bound the slope of the dashed line, we use the

full support assumption, which guarantees thatµ(y) ∈ [π,1−π]; i.e., the support

of µ(y) must be the whole state spaceΩ. Indeed, ifµ(y) does not have a full

support and is the boundary pointµ(y) = 0, the slope of the dashed lineDµ(y) is

not necessarily of order1−δ
δ , even ifD is of order1−δ

δ .

In general, when we consider connected stochastic games, the full support

assumption may not be satisfied, and hence the support of the posterior may not

reach the whole state spaceΩ. However, we can extend the idea presented in the

second step to obtain the following result: If the score for some initial priorµ is

close to the the maximal score,11 then foreverybelief which has the same support

asµ, the corresponding score is also close to the maximal score. That is, if we

can bound the score for some beliefµ with supportΩ∗, then it gives a uniform

bound on the scores forall beliefs with supportΩ∗.

This suggests that we may classify the set of all beliefs into groups with the

same supports, and use the following “infection” argument:

• As a first step, we try to find a beliefµ∗ such that the score forµ∗ is close

to the maximal score. LetΩ∗ be the support ofµ∗. Then the above result

bounds the score foreverybelief with the supportΩ∗; that is, the scores for

all beliefs with the supportΩ∗ are close to the maximal score.

• As a second step, we try to find a beliefµ∗∗ such that the score forµ∗∗

is close to the score for some beliefµ̃∗ with supportΩ∗. Let Ω∗∗ be the

11More precisely, we need that this beliefµ is not too close to the boundary of△Ω∗, whereΩ∗

is the support ofµ. This parallels the fact thatµ(y) in the above proof satisfiesµ(y) ∈ [π,1−π]
and hence does not approximate the boundary pointµ = 0 or µ = 1.
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support ofµ∗∗. From the first step, we already know that the latter score is

close to the maximal score, and so is the former. This implies that the scores

for all beliefs with the supportΩ∗∗ are also close to the maximal score.

In this way, we may try to bound the scores in order, group by group. Since

there are only finitely many subsetsΩ∗, this process ends in finite steps, and it

bounds the scores for all beliefs. The proof shows that this idea indeed works in

connected stochastic games, because connectedness ensures that players can drive

the support from any sets to others, which helps to findµ∗ or µ∗∗ stated above.

5.3 Minimax Payoffs

Theminimax payoffto playeri in the stochastic game given the initial priorµ and

discount factorδ is defined to be

vµ
i (δ ) = min

s−i∈S∗−i

max
si∈S∗i

vµ
i (δ ,s).

Note that the minimizers−i indeed exists (see Appendix F for the proof), and it is

possibly a mixed strategy.

When the state is observable, Dutta (1995) shows that the minimax payoff has

a limit as δ → 1 and its limit is invariant to the initial stateω , by assuming a

condition which we callrobust irreducibility.12 Robust irreducibility strengthens

irreducibility in that it assures that any stateω̃ can be reachable from any state

ω regardless of player i’s play. More formally, ω̃ is robustly accessible from

ω if for each i, there is a (possibly mixed) action sequence(α1
−i , · · · ,α

|Ω|
−i ) such

that for any playeri’s strategysi , there is a natural numberT ≤ |Ω| such that

Pr(ωT+1 = ω̃|ω,si ,α1
−i , · · · ,αT

−i) > 0. ω̃ is robustly globally accessibleif it is

robustly globally accessible fromω for all ω.

Definition 6. The state evolution isrobustly irreducibleif each stateω̃ is robustly

globally accessible.

When the state is observable, robust irreducibility ensures that the limit min-

imax payoff is invariant to the initial state. This paper extends this result to the

12As noted in footnote 6, this condition is called irreducibility in Fudenberg and Yamamoto
(2011b).
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hidden-state model. The assumption we make isstrong connectedness, which

strengthens connectedness and parallels the idea of robust irreducibility. Roughly,

strong connectedness requires that players can drive the support of the belief from

any sets to other sets regardless of playeri’s play. The formal definition is stated

in Appendix B, but we would like to emphasize that it is satisfied in a wide range

of applications. For example, the game is strongly connected if the state evolution

has a full support. Also Lemmas 2 through 4 hold even for strong connectedness,

if the assumption is replaced with a stronger condition which ensures robustness

to playeri’s deviation. For example, in stochastic games with observable states,

the game is strongly connected if the state evolution is robustly irreducible.

As shown in Appendix B, if the game is strongly connected, the limit minimax

payoff exists and is invariant to the initial priorµ. The proof of the invariance of

the minimax payoff is quite different from that of the feasible payoff set. A new

complication here is that the minimax payoffvµ
i (δ ) is not necessarily convex (or

concave) with respect toµ, since playeri maximizes the value while the oppo-

nents minimize it. In the proof, we take advantage of the fact that for each fixed

strategys−i of the opponents, playeri’s best possible payoff maxsi∈Si v
µ
i (si ,s−i) is

convex with respect to the initial priorµ. This implies that if the opponents play

a minimax strategysµ̃
−i for somefixed µ̃, then playeri’s best possible payoff is

convex with respect to the initial priorµ. Since the set of beliefs̃µ is continuous,

there is a continuum of minimax strategies{sµ̃
−i}µ̃∈△Ω, and thus there is a con-

tinuum of convex functions, each of which is induced by some minimax strategy

sµ̃
−i . In the proof, we bound this series of convex curves uniformly.

Let vµ
i = limδ→1vµ

i (δ ) denote the limit minimax payoff with the initial prior

µ. Since this limit is invariant toµ for strongly connected stochastic games, we

denote it byvi . Let V∗ denote the limit set of feasible and individually rational

payoffs; that is,V∗ is the set of all feasible payoffsv∈V such thatvi ≥ vi for all i.

6 Stochastic Self-Generation

The invariance results in the previous sections implies that after every historyht ,

the feasible and individually rational payoff set in the continuation game is similar

to the one for the original game. This suggests that dynamic programming can

be helpful to characterize the equilibrium payoff set, as in the standard repeated
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games. In this section, we show that this approach indeed works. Specifically, we

introduce the notion ofstochastic self-generation, which generalizes the idea of

self-generation of Abreu, Pearce, and Stacchetti (1990).

In standard repeated games where the payoff functions are common knowl-

edge, Abreu, Pearce, and Stacchetti (1990) show that for each discount factor

δ , the equilibrium payoff set is equal to the maximal self-generating payoff set.

Their key idea is to decompose an equilibrium payoff into the stage-game pay-

off in period one and the continuation payoff from period two on. To be more

concrete, lets be a pure-strategy subgame-perfect equilibrium of some repeated

game, anda∗ be the action profile chosen bys in period one. Assume that actions

are observable. Then the equilibrium payoffv of s must satisfy

v = (1−δ )g(a∗)+δw(a∗). (6)

Here,g(a∗) is the stage-game payoff vector given the action profilea∗, andw(a∗)
is the continuation payoff vector from period two given thata∗ is chosen in pe-

riod one. Sinces is a subgame-perfect equilibrium, the continuation play is also

subgame-perfect, which implies thatw(a∗) is chosen from the equilibrium payoff

setE(δ ). Also, whens is an equilibrium which approximates the Pareto-efficient

frontier, typically the actiona∗ in period one yields a Pareto-efficient payoff. So

(6) implies that the equilibrium payoffv is decomposable into a Pareto-efficient

payoff and some continuation payoff chosen from the equilibrium payoff set, as

shown in Figure 6. FLM use this structure to establish a folk theorem.

Obviously, a similar payoff decomposition is possible in our model. Letµ be

the initial prior ands∈ S∗ be a sequential equilibrium which does not use public

randomization. Then the equilibrium payoffv must satisfy

v = (1−δ )gµ(a∗)+δ ∑
y∈Y

πµ
Y (y|a∗)w(a∗,y) (7)

wherew(a∗,y) is the continuation payoff vector from period two on when the

outcome in period one is(a∗,y). However, decomposing the payoff like (7) is not

very useful. A problem is that the stage-game payoffgµ(a∗) is not necessarily on

the Pareto-efficient frontier of the feasible payoff setV; this comes from the fact

that the feasible payoff set in stochastic games is defined to be the set of long-run

payoffs, rather than stage-game payoffs.
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Figure 6: Payoff Decomposition

To fix this problem, we consider the following “random block” structure. The

infinite horizon is divided intoblocks, whose lengths are determined by public

randomizationz∈ [0,1]. Specifically, at the end of each periodt, players deter-

mine whether to continue the current block or not in the following way: Given

some parameterp ∈ (0,1), if zt ≤ p, the current block continues so that period

t +1 is the next period of the current block. Ifzt > p, then the current block ter-

minates and the next periodt +1 is regarded as the first period of the next block.

In sum, the current block terminates with probability 1− p each period.

With this random block structure, equilibrium payoffs can be decomposed in

the following way. Fix some initial priorµ and sequential equilibriums∈ Sarbi-

trarily, and letv be the equilibrium payoff. For simplicity, assume thats does not

use public randomization; so in the following discussions, public randomization

is used only for determining the length of random blocks. Since the equilibrium

payoff is the sum of the payoffs during the first random block and the continuation

payoff from the second random block, we have

v = (1−δ )
∞

∑
t=1

(pδ )t−1E[gωt
(at)|µ,s]+ (1− p)

∞

∑
t=1

pt−1δ tE[w(ht)|µ,s] (8)

wherew(ht) be the continuation payoff vector after historyht . Note that the first

term on the right-hand side is the expected payoff during the first random block;

the stage game payoffgωt
(at) in period t is discounted by(pδ )t−1, since the
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probability of periodt being reached before the termination of the first block is

pt−1. The second term on the right-hand side is the expected continuation payoff

from the second random block; the term(1− p)pt−1 represents the probability

that the first block is terminated at the end of periodt. Arranging the first term of

the right-hand side, we obtain

v =
1−δ

1− pδ
vµ(pδ ,s)+(1− p)

∞

∑
t=1

pt−1δ tE[w(ht)|µ,s].

This shows that the equilibrium payoff vectorv is decomposable into the follow-

ing two terms; the first term on the right-hand side isthe payoff vector in the

stochastic game with discount factor pδ (not δ ), and the second is the continua-

tion payoff from the second random block. Intuitively, this comes from the fact

that the “effective discount factor” in the random block ispδ , due to the termina-

tion probability 1− p.

Now, pick p sufficiently large and then takeδ close to one. Thenpδ is close

to one, and thus the payoff vectorvµ(pδ ,s) can approximate the efficient frontier

of the limit feasible payoff setV (with an appropriate choice ofs). This implies

that v is a weighted average of some payoff approximating the efficient frontier

and expected continuation payoffs, just as in Figure 6. Also, for a fixedp, the

coefficient 1−δ
1−pδ on the termvµ(pδ ,s) converges to zero whenδ goes to one;

hence a small variation in continuation payoffs is enough to provide appropriate

incentives during the first random block. These properties are reminiscent of the

payoff decomposition (6) for the standard repeated game, and we use them to

establish the folk theorem.

Now we present a version of the self-generation theorem which decomposes

payoffs in the above way. Consider an auxiliary dynamic game such that the game

terminates at some periodt, which is randomly determined by public randomiza-

tion; that is, after every periodt, the game terminates with probability 1− p (and

proceeds to the next period with probabilityp), wherep∈ (0,1) is a fixed param-

eter. Assume also that if the game terminates at the end of periodt, each player

i receives some “bonus payment”wi(ht)
1−δ depending on the past historyht . Intu-

itively, this bonus paymentwi(ht) corresponds to playeri’s continuation payoff

from the next block in the original stochastic game. Here the paymentwi de-

pends onht , which reflects the fact that players’ continuation payoffs from the

next block depend on the history during the current block. Givenµ, δ , p∈ (0,1),
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andw : H → RN, let Γ(µ,δ , p,w) denote thisstochastic termination game. For

each strategy profiles, player i’s expected average payoff in this stochastic ter-

mination game is precisely the right-hand side of (8). When we consider the

stochastic termination game, we assume that the functionw does not depend on

the past public randomization, in order to avoid a measurability problem.

Definition 7. A pair (s,v) of a strategy profile and a payoff vector isstochastically

enforceable with respect to(δ ,µ, p) if there is a functionw : H → RN such that

the following properties are satisfied:

(i) When players play the strategy profiles in the stochastic termination game

Γ(µ,δ , p,w), the resulting payoff vector is exactlyv.

(ii) s is a sequential equilibrium in the stochastic termination gameΓ(µ,δ , p,w).

Intuitively, s in the above definition should be interpreted as a strategy profile

for the first block, andv as players’ equilibrium payoff in the original stochastic

game. Stochastic enforceability guarantees that there are some continuation pay-

offs w(ht) from the second block so that players’ incentive constraints for the first

block are satisfied and the equilibrium payoffv is indeed achieved.

Now we introduce the concept of stochastic self-generation, which is a coun-

terpart to self-generation of Abreu, Pearce, and Stacchetti (1990).

Definition 8. A subsetW of RN is stochastically self-generating with respect to

(δ , p) if for eachv∈W andµ, there ares∈ Sandw : H →W such that(s,v) is

stochastically enforceable with respect to(δ ,µ, p) usingw.

In words, forW to be stochastically self-generating, each payoffv∈W must

be stochastically enforceable given any initial priorµ, using some strategy profile

s and functionw which chooses continuation payoffs from the setW. Here we

may use different strategy profiles and continuation payoffw for different priors

µ, since the posterior belief is a common state variable in our model.

The following result is an extension of the self-generation theorem of Abreu,

Pearce, and Stacchetti (1990). The proof is similar to theirs and hence omitted.

Proposition 1. Fix δ . If W is bounded and stochastically self-generating with

respect to(δ , p) for some p, then for each payoff vector v∈ W and initial prior

µ, there is a sequential equilibrium with the payoff v.
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For stochastic games with observable (and finite) states, Hörner, Sugaya, Taka-

hashi, and Vieille (2011) use the idea of “T-period generation,” which decomposes

a player’s overall payoff into her average payoff in theT-period stochastic game

and her continuation payoff, whereT is a fixed number. It is unclear if their idea

works in our setup, because the belief evolution in our model may not be ergodic

and thus an average payoff in theT-period stochastic game may not approximate

the boundary of the setV∗. Fudenberg and Yamamoto (2011b) propose the con-

cept of “return generation,” which considers a stochastic game such that the game

terminates when the state returns to the initial state. Unfortunately we cannot

follow their approach, as the belief may not return to the initial belief forever.

Independently of this paper, Hörner, Takahashi, and Vieille (2015) also pro-

pose the same self-generation concept, which they call “random switching.” How-

ever, their model and motivation are quite different from ours. They study repeated

adverse-selection games in which players report their private information every

period. In their model, a player’s incentive to disclose her information depends on

the impact of her report on her flow payoffs until the effect of the initial state van-

ishes. Measuring this impact is difficult in general, but it becomes tractable when

the equilibrium strategy has the random switching property. That being said, they

use stochastic self-generation in order to measure payoffs by misreporting. In

contrast, in this paper, stochastic self-generation is used to decompose equilib-

rium payoffs in an appropriate way. Another difference between the two papers is

the order of limits. They take the limits ofp andδ simultaneously, while we fixp

first and then takeδ large enough.

Remark 2. Note that Proposition 1 does not rely on the fact that the state is a

belief. Hence it applies to general stochastic games with infinite states, in which

the state is not necessarily a belief.

7 Folk Theorem

Now we will establish the folk theorem for strongly connected stochastic games:

Proposition 2. Suppose that the game is strongly connected. Then for any interior

point v of V∗, there isδ ∈ (0,1) such that for anyδ ∈ (δ ,1) and for any initial

prior µ, there is a sequential equilibrium which yields the payoff of v.
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This proposition shows that the folk theorem holds under the full dimensional

condition, dimV∗ = N. (If dimV∗ < N, there is no interior point ofV∗.)

The proof builds on the techniques developed by FLM and Fudenberg and Ya-

mamoto (2011b). From Proposition 1, it is sufficient to show that any “smooth”

subsetW of the interior ofV∗ is stochastically self-generating forδ close to one,

that is, it is enough to show that each target payoffv ∈ W is stochastically en-

forceable using continuation payoffsw chosen from the setW. Construction of

the continuation payoff functionw is more complex than those in FLM and Fu-

denberg and Yamamoto (2011b), since we need to consider the random block

structure; but it is still doable. The formal proof can be found in Appendix D.

8 Conclusion

This paper considers a new class of stochastic games in which the state is hidden

information. We find that if the game is strongly connected, then the feasible

and individually rational payoff set is invariant to the initial belief in the limit

as the discount factor goes to one. Then we develop the idea of stochastic self-

generation, which generalizes self-generation of Abreu, Pearce, and Stacchetti

(1990), and prove the folk theorem.

Throughout this paper, we assume that actions are perfectly observable. In an

ongoing project, we try to extend the analysis to the case in which actions are not

observable. When actions are not observable, each player has private information

about her actions, and thus different players may have different beliefs. This im-

plies that a player’s belief is not public information and cannot be regarded as a

common state variable; hence the model does not reduce to stochastic games with

observable states. Accordingly, the analysis of the imperfect-monitoring case is

quite different from that for the perfect-monitoring case.
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Appendix A: More on Connectedness

A.1 Connectedness in Terms of Primitives

Here we provide the definition of global accessibility, transience, and connected-

ness in terms of primitives. We begin with global accessibility.

Definition 9. A subsetΩ∗ ⊆ Ω is globally accessibleif for each stateω ∈ Ω,

there is a natural numberT ≤ 4|Ω|, an action sequence(a1, · · · ,aT), and a signal

sequence(y1, · · · ,yT) such that the following properties are satisfied:13

(i) If the initial state isω and players play(a1, · · · ,aT), then the sequence

(y1, · · · ,yT) realizes with positive probability. That is, there is a state se-

quence(ω1, · · · ,ωT+1) such thatω1 = ω andπωt
(yt ,ω t+1|at) > 0 for all

t ≤ T.

(ii) If players play(a1, · · · ,aT) and observe(y1, · · · ,yT), then the state in period

T +1 must be in the setΩ∗, regardless of the initial statêω (possiblyω̂ ,ω).

That is, for eachω̂ ∈ Ω andω̃ < Ω∗, there is no sequence(ω1, · · · ,ωT+1)
such thatω1 = ω̂, ωT+1 = ω̃, andπωt

(yt ,ω t+1|at) > 0 for all t ≤ T.

As the following lemma shows, the definition of globally accessibility here is

equivalent to the one presented in Section 4.2. The proof can be found in Ap-

pendix E.

Lemma 6. Definitions 3 and 9 are equivalent.

Let O be the set of all globally accessibleΩ∗ ⊆ Ω. The setO is non-empty,

as the whole state spaceΩ∗ = Ω is always globally accessible. Indeed, when

13 As claimed in Section 4.2, restricting attention toT ≤ 4|Ω| is without loss of generality. To
see this, pick a subsetΩ∗ ⊆ Ω andω arbitrarily. Assume that there is a natural numberT > 4|Ω|

so that we can choose(a1, · · · ,aT) and(y1, · · · ,yT) which satisfy (i) and (ii) in Definition 9. For
eacht ≤ T andω̃ ∈ Ω, let Ωt(ω̃) be the support of the posterior belief given the initial stateω̃, the
action sequence(a1, · · · ,at), and the signal sequence(y1, · · · ,yt). SinceT > 4|Ω|, there aret and
t̃ > t such thatΩt(ω̃) = Ωt̃(ω̃) for all ω̃. Now, consider the action sequence with lengthT−(t̃−t),
which is constructed by deleting(at+1, · · · ,at̃) from the original sequence(a1, · · · ,aT). Similarly,
construct the signal sequence with lengthT − (t̃− t). Then these new sequences satisfy (i) and (ii)
in Definition 9 in Appendix A. We can repeat this procedure to show the existence of sequences
with lengthT ≤ 4|Ω| which satisfy (i) and (ii).
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Ω∗ = Ω, clause (ii) is vacuous and clause (i) is trivially satisfied by an appropriate

choice of(y1, · · · ,yT).
When the full support assumption holds, only the whole state spaceΩ is glob-

ally accessible, i.e.,O = {Ω}. On the other hand, when the full support assump-

tion is not satisfied,O may contain a proper subsetΩ∗ ⊂ Ω. Note that if some

proper subsetΩ∗ is in the setO, then by the definition of global accessibility,

any supersetΩ∗∗ ⊇ Ω∗ is in the setO. That is, any superset ofΩ∗ is globally

accessible.

The following is the definition of transience in terms of primitives. With an

abuse of notation, for each pure strategy profiles∈ S∗ which does not use public

randomization, lets(y1, · · · ,yt−1) denote the pure action profile induced bys in

periodt when the past signal sequence is(y1, · · · ,yt−1).

Definition 10. A singleton set{ω} <O is transientif for any pure strategy profile

s∈ S∗, there is a globally accessible setΩ∗ ∈ O, a natural numberT ≤ 2|Ω|, and

a signal sequence(y1, · · · ,yT) such that for each̃ω ∈ Ω∗, there is a state sequence

(ω1, · · · ,ωT+1) such thatω1 = ω, ωT+1 = ω̃ , andπωt
(yt ,ω t+1|s(y1, · · · ,yt−1)) >

0 for all t ≤ T.14

In words,{ω} is transient if the support of the belief cannot stay there for-

ever given any strategy profile; that is, the support of the belief must reach some

globally accessible setΩ∗ at some point in the future.15 It is obvious that the

definition of transience above is equivalent to Definition 4 in Section 4.2, except

that here we consider only singleton sets{ω}.

Now we are ready to give the definition of connectedness:

Definition 11. A stochastic game isconnectedif each singleton set{ω} is glob-

ally accessible or transient.

14Restricting attention toT ≤ 2|Ω| is without loss of generality. To see this, suppose that there
is a strategy profiles and an initial priorµ whose support isΩ∗ such that the probability that the
support of the posterior belief reaches some globally accessible set within period 2|Ω| is zero. Then
we can construct a strategy profile ˜ssuch that if the initial prior isµ and players play ˜s, the support
of the posterior belief never reaches a globally accessible set. The proof is standard and hence
omitted.

15While we consider an arbitrary strategy profiles∈ S∗ in the definition of transience, in order
to check whether a set{ω} is transient or not, what matters is the belief evolution in the first 2|Ω|

periods only, and thus we can restrict attention to 2|Ω|-period pure strategy profiles, Hence the
verification of transience of each set{ω} can be done in finite steps.
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In this definition, we consider only singleton sets{ω}. However, as the fol-

lowing lemma shows, if each singleton set{ω} is globally accessible or transient,

then any subsetΩ∗ ⊆ Ω is globally accessible or transient. Hence the above defi-

nition is equivalent to the one in Section 4.2.

Lemma 7. If each singleton set{ω} is globally accessible or transient, then any

subsetΩ∗ ⊆ Ω is globally accessible or transient.

A.2 Limit Feasible Payoff Set

As shown in Lemma 5, connectedness implies the invariance of the feasible payoff

set whenδ is close to one. The following lemma shows that for each directionλ
and sufficiently largeδ , there is a strategy profiles which yields a payoff vector

approximating the score regardless of the initial priorµ. The proof is found in

Appendix E.

Lemma 8. Suppose that the game is connected. Then for eachε > 0, there is

δ ∈ (0,1) such that for anyλ ∈ Λ andδ ∈ (δ ,1), there is a pure strategy profile

s∈ S∗ such that for allµ,∣∣∣∣λ ·vµ(δ ,s)− max
ṽ∈Vµ (δ )

λ · ṽ
∣∣∣∣ < ε.

This lemma is used in the proof of the next lemma, which shows that for each

initial prior µ and directionλ , the score converges to a limiting value asδ goes to

one. This ensures that the setVµ in Section 4.2 is well-defined. The proof can be

found in Appendix E.16

Lemma 9. If the game is connected, thenlimδ→1maxv∈Vµ (δ ) λ ·v exists for each

λ andµ.

The next lemma shows that the convergence of the score functionλ ·vµ(δ ,sµ)
is uniform in λ . This implies that the setVµ in Section 4.2 is indeed the limit

feasible payoff set in the sense that the feasible payoff setVµ(δ ) approximates

Vµ whenδ is close to one. The proof can be found in Appendix E.
16This lemma is a corollary of Theorem 2 of Rosenberg, Solan, and Vieille (2002), but for

completeness, we provide a (simple and new) proof. We thank Johannes Hörner for pointing this
out.
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Lemma 10. For eachε, there isδ ∈ (0,1) such that for eachλ ∈ Λ, δ ∈ (δ ,1),
andµ, ∣∣∣∣ max

v∈Vµ (δ )
λ ·v− lim

δ→1
max

v∈Vµ (δ )
λ ·v

∣∣∣∣ < ε.

A.3 Examples

As Lemmas 2 and 3 suggest, irreducibility of the underlying state is not necessary

for connectedness. Here we present one of such examples; that is, in the example

below, the game is connected although the underlying state is not irreducible.

Example 1. Suppose that there are three states,ω1, ω2, andω3. If the current state

is ω1, the state stays atω1 with probability 1
2 and moves toω2 with probability 1

2.

If the current state isω2, the state moves toω3 for sure. If the current state isω3,

the state moves toω2 for sure. Note that this state transition is not irreducible, as

there is no path fromω2 to ω1. Assume that the signal space isY = {y0,y1,y2,y3},

and that the signaly is correlated with the next hidden state. Specifically, if the

next state isωk, players observey0 or yk with probability 1
2-1

2, for eachk = 1,2,3.

Intuitively, yk reveals the next stateωk for eachk= 1,2,3, whiley0 does not reveal

the state. In this example, it is easy to check that{ω2} and{ω3} are globally

accessible, while{ω1} is transient. Hence the game is connected.

From Lemmas 2 and 3, we know that irreducibility of the underlying state is

sufficient for connectedness, if states are observable (possibly with delay). Unfor-

tunately, this result does not hold if states are not observable; that is, irreducibility

may not imply connectedness when states are hidden. We can show this through

the following example, in which the state follows a deterministic cycle.

Example 2. Suppose that there are only two states,Ω = {ω1,ω2}, and that the

state evolution is a deterministic cycle; i.e., the state goes toω2 for sure if the

current state isω1, and vice versa. Assume that|Ai | = 1 for eachi, and that the

public signaly does not reveal the stateω, that is,πω
Y (y|a) > 0 for all ω , a, andy.

In this game, if the initial prior is fully mixed so thatµ(ω1) > 0 andµ(ω2) > 0,

then the posterior belief is also mixed. Hence only the whole state spaceΩ∗ = Ω
is globally accessible. On the other hand, if the initial prior puts probability one on

some stateω, then the posterior belief puts probability one onω in all odd periods
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and onω̃ ,ω in all even periods. Hence the support of the posterior belief cannot

reach the globally accessible setΩ∗ = Ω, and thus each{ω} is not transient.

Now we present another example in which the game is not connected although

the state evolution is irreducible. What is different from Example 2 is that the state

evolution is not deterministic. (As will be explained in Appendix C, asymptoti-

cally connectedness is satisfied in both these examples.)

Example 3. Consider a machine with two states,ω1 andω2. ω1 is a “normal”

state andω2 is a “bad” state. Suppose that there is only one player and that she has

two actions, “operate” and “replace.” If the machine is operated and the current

state is normal, the next state will be normal with probabilityp1 and will be bad

with probability 1− p1, wherep1 ∈ (0,1). If the machine is operated and the

current state is bad, the next state will be bad for sure. If the machine is replaced,

regardless of the current state, the next state will be normal with probabilityp2 and

will be bad with probability 1− p2, wherep2 ∈ (0,1]. There are three signals,y1,

y2, andy3. When the machine is operated, both the “success”y1 and the “failure”

y2 can happen with positive probability; we assume that its distribution depends

on the current hidden state and is not correlated with the distribution of the next

state. When the machine is replaced, the “null signal”y3 is observed regardless

of the hidden state. Connectedness is not satisfied in this example, since{ω2} is

neither globally accessible nor transient. Indeed, when the support of the current

belief isΩ, it is impossible to reach the beliefµ with µ(ω2) = 1, which shows that

{ω2} is not globally accessible. Also{ω2} is not transient, because if the current

belief puts probability one onω2 and “operate” is chosen forever, the support of

the posterior belief is always{ω2}.

In some applications, there are action profiles which reveal the next state. If

there is such an action profile, then the game is connected, as illustrated in the

next example.

Example 4. Consider the machine replacement problem discussed above, but now

assume that there are three actions; “operate,” “replace,” and “inspect.” If the

machine is inspected, the state does not change and a signal reveals the current

state (hence the next state). Then it is easy to verify that each{ω} is globally

accessible and thus the game is connected.
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A.4 Consequence of Transience

Lastly, we would like to present a lemma, which can be helpful to understand the

interpretation of transience. As claimed in Section 4.2, if the support of the current

belief is transient, then the support cannot return to the current one forever with

positive probability. This in turn implies that the probability of the support of the

belief being transient in periodT is almost negligible whenT is large enough. The

following lemma verifies this claim formally. The proof is given in Appendix E.

Let X(Ω∗|µ,s) be the random variableX which represents the first time in which

the support of the posterior belief isΩ∗ given that the initial prior isµ and players

plays. That is, let

X(Ω∗|µ,s) = inf{T ≥ 2 with suppµT = Ω∗|µ,s}.

Let Pr(X(Ω∗|µ,s) < ∞) denote the probability that the random variable is finite;

i.e., it represents the probability that the support reachesΩ∗ in finite time.

Lemma 11. For any transient setΩ∗, any initial prior µ whose support isΩ∗,

and any strategy profile s, the probability that the support returns toΩ∗ in finite

time is strictly less than one. That is,

Pr(X(Ω∗|µ,s) < ∞) < 1.

Appendix B: Strong Connectedness

Here we present the definition of strong connectedness, which ensures the invari-

ance of the minimax payoffs. To do so, we first need to introduce the idea of

robust global accessibility and strong transience. We begin with robust global

accessibility:

Definition 12. A non-empty subsetΩ∗ ⊆Ω is robustly globally accessibleif there

is π∗ > 0 such that for any initial priorµ and for anyi, there is an action sequence

(a1
−i , · · · ,a4|Ω|

−i ) such that for any playeri’s strategysi , there is a natural number

T ≤ 4|Ω| and a beliefµ̃ whose support isΩ∗ such that

Pr(µT+1 = µ̃|µ,a1, · · · ,aT) ≥ π∗.
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Robust global accessibility ofΩ∗ differs from global accessibility in two re-

spects. First, robust global accessibility requires that the support of the belief

should reachΩ∗ regardless of playeri’s play. Second, the support of the resulting

belief µ̃ must be precisely equal toΩ∗; global accessibility requires only that the

support of the posterior belief̃µ be a subset ofΩ∗.

Next, we define strong transience.

Definition 13. A subsetΩ∗ ⊆ Ω is strongly transientif it is not robustly globally

accessible and there isπ∗ > 0 such that for any pure strategy profiles∈ S∗ and

for anyµ whose support isΩ∗, there is a natural numberT ≤ 2|Ω| and a beliefµ̃
whose support is robustly globally accessible such that

Pr(µT+1 = µ̃|µ,s) ≥ π∗.

Again, strong transience differs from transience in two respects. First, the

support of the posterior belief̃µ must be robustly globally accessible. Second,

we now require that the probability that the support of the belief reaches a robust

globally accessible set is at leastπ∗ regardless of the initial prior with supportΩ∗.

Now we are ready to state the definition of strong connectedness.

Definition 14. The game isstrongly connectedif the following conditions hold:

(i) Each non-empty subsetΩ∗ ⊆ Ω is robustly globally accessible or strongly

transient.

(ii) For eachω, for eachµ whose support isΩ, and for each pure strategy

profile s∈ S∗, there is a natural numberT ≤ 4|Ω| and a historyhT such that

the probability ofhT given(ω,s) is positive, and the support of the posterior

belief induced byω andhT is identical with that induced byµ andhT .

Clause (i) is a natural extension of connectedness. Clause (ii) is new, which

says that the supports of the two posterior beliefs induced by different posteriors

ω andµ must merge at some point, regardless of the play. Note that clause (ii) is

trivially satisfied in many examples; for example, if the state evolution has a full

support, then the support of the posterior belief isΩ regardless of the initial belief,

and hence clause (ii) holds.

The following lemma, which parallels Lemmas 5 and 8, is a consequence of

strong connectedness. The proof is given in Appendix E.
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Lemma 12. Suppose that the game is strongly connected. Then for eachε > 0,

there isδ ∈ (0,1) such that the following properties hold:

(i) For any δ ∈ (δ ,1), µ, andµ̃∣∣∣vµ
i (δ )−vµ̃

i (δ )
∣∣∣ < ε.

(ii) For any δ ∈ (δ ,1), there is a strategy profile s∈ S∗ such that for allµ,∣∣vµ
i (δ ,s)−vµ

i (δ )
∣∣ < ε

and ∣∣∣∣max
s̃i∈Si

vµ
i (δ , s̃i ,s−i)−vµ

i (δ )
∣∣∣∣ < ε.

Clause (i) asserts that whenδ is sufficiently large, the minimax payoffs are

similar across all priorsµ. Clause (ii) ensures that whenδ is sufficiently large,

there is a strategy profilessuch that regardless of the initial priorµ, the generated

payoff approximates the minimax payoff and playeri’s play si is approximately

optimal. The existence of such a strategy profile is useful in the proof of Lemma

13.

The next lemma shows that the limit minimax payoff exists. See Appendix E

for the proof.

Lemma 13. Suppose that the game is strongly connected. Thenlimδ→1vµ
i (δ )

exists.

Appendix C: Relaxing Connectedness

Here we show that connectedness is stronger than necessary for the invariance of

the feasible payoff set; we show thatasymptotic connectedness, which is weaker

than connectedness, is sufficient.

To illustrate the idea of asymptotic connectedness, consider Example 2 in Sec-

tion 4.2, where the stateω is unobservable and follows a deterministic cycle. Sup-

pose that the signal distribution is different at different states and does not depend

on the action profile, that is,πω1
Y (·|a) = π1 and πω2

Y (·|a) = π2 for all a, where

π1 , π2. Suppose that the initial state isω1. Then the true state must beω1 in all
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odd periods, and beω2 in all even periods. Hence if we consider the empirical

distribution of the public signals in odd periods, it should approximateπ1 with

probability close to one, by the law of large numbers. Similarly, if the initial state

is ω2, the empirical distribution of the public signals in odd periods should ap-

proximateπ2. This implies that players can eventually learn the current state by

aggregating the past public signals, regardless of the initial priorµ. Hence forδ
close to one, the feasible payoff set should be similar across allµ, i.e., Lemma 5

should remain valid in this example, even though the game is not connected.

The point in this example is that, while the singleton set{ω1} is not glob-

ally accessible, it isasymptotically accessiblein the sense that at some point in

the future, the posterior belief puts a probability arbitrarily close to one onω1,

regardless of the initial prior. As will be explained, this property is enough to es-

tablish the invariance of the feasible payoff set. Formally, asymptotic accessibility

is defined as follows:

Definition 15. A non-empty subsetΩ∗ ⊆ Ω is asymptotically accessibleif for any

ε > 0, there is a natural numberT andπ∗ > 0 such that for any initial priorµ,

there is a natural numberT∗ ≤ T and an action sequence(a1, · · · ,aT∗
) such that

Pr(µT∗
= µ̃|µ,a1, · · · ,aT∗

) ≥ π∗ for someµ̃ with ∑ω∈Ω∗ µ̃(ω) ≥ 1− ε.

Asymptotic accessibility ofΩ∗ requires that given any initial priorµ, there

is an action sequence(a1, · · · ,aT∗
) so that the posterior belief can approximate a

belief whose support isΩ∗. Here the lengthT∗ of the action sequence may depend

on the initial prior, but it must be uniformly bounded by some natural numberT.

As argued above, each singleton set{ω} is asymptotically accessible in Ex-

ample 2. In this example, the state changes over time, and thus if the initial prior

puts probability close to zero onω, then the posterior belief in the second period

will put probability close to one onω. This ensures that there is a uniform bound

T on the lengthT∗ of the action sequence.

Similarly, the set{ω2} in Example 3 is asymptotically accessible, although

it is not globally accessible. To see this, suppose that the machine is operated

every period. Thenω2 is the unique absorbing state, and hence there is someT

such that the posterior belief after periodT attaches a very high probability on

ω2 regardless of the initial prior (at least after some signal realizations). This is

precisely asymptotic accessibility of{ω2}.
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The definition of asymptotic accessibility is stated in terms of the posterior be-

lief, not primitives. However, as explained above, in some applications, checking

whether each setΩ∗ is asymptotically accessible is a relatively simple task. Also,

as will be explained in Lemma 14 below, there is a simple sufficient condition for

asymptotic connectedness.

Note thatΩ∗ is asymptotically accessible whenever it is globally accessible,

and hence the whole state spaceΩ∗ = Ω is always asymptotically accessible. Let

Õ be the set of all asymptotically accessible sets. Next, we give the definition of

asymptotic transience.

Definition 16. A singleton set{ω} < Õ is asymptotically transientif there isπ̃∗

such that for anyε > 0, there is a natural numberT such that for each pure strategy

profile s∈ S∗, there is an asymptotically accessible setΩ∗ ∈ Õ, a natural number

T∗ ≤ T, and a belief̃µ such that Pr(µT∗
= µ̃|ω ,s) > 0, ∑ω̃∈Ω∗ µ̃(ω̃) ≥ 1−ε, and

µ̃(ω̃) ≥ π̃∗ for all ω̃ ∈ Ω∗.

In words, asymptotic transience of{ω} requires that if the support of the cur-

rent belief is{ω}, then regardless of the future play, with positive probability, the

posterior beliefµT∗
= µ̃ approximates a belief whose supportΩ∗ is globally ac-

cessible. Asymptotic transience is weaker than transience in two respects. First, a

global accessible setΩ∗ in the definition of transience is replaced with an asymp-

totic transient setΩ∗. Second, the support of the posteriorµ̃ is not necessarily

identical withΩ∗; it is enough ifµ̃ assigns probability at least 1− ε on Ω∗.17

Now we are ready to state the definition of asymptotic connectedness.

Definition 17. A stochastic game isasymptotically connectedif each singleton

set{ω} is asymptotically accessible or asymptotically transient.

The definition of asymptotic connectedness is very similar to connectedness;

the only difference is that global accessibility in the definition of connectedness is

replaced with asymptotic accessibility. Asymptotic connectedness is weaker than

17Asymptotic transience is different from asymptotic transience in that the last requirement,
µ̃(ω̃)≥ π̃∗, ensures that the posterior beliefµ̃ is not close to the boundary of△Ω∗. So the posterior
belief µ̃ must be really an interior point of△Ω∗. Note that this requirement is automatically

satisfied inµ̃ in the definition of transience, by settingπ̃∗ = π2|Ω|
.
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connectedness, and indeed, the game is asymptotically connected but not con-

nected in Examples 2 and 3. Also, asymptotic connectedness is satisfied in an im-

portant class of games, as the following lemma shows. Letπω
Y (a) = (πω

Y (y|a))y∈Y

be the marginal distribution ofy givenω anda.

Lemma 14. The game is asymptotically connected if the following properties

hold:

• The state evolution is irreducible.

• Signals do not reveal the current state, that is, for each a and y, ifπω
Y (y|a) >

0 for someω , thenπ ω̃
Y (y|a) > 0 for all ω̃.

• Signals do not reveal the next state, that is, for eachω , ω̃ , ω̂, a, ỹ, andŷ, if

πω(ỹ, ω̃|a) > 0 andπω(ŷ, ω̂ |a) > 0, thenπω(ỹ, ω̂|a) > 0.

• For each a, the signal distributions{πω
Y (a),ω ∈ Ω} are linearly indepen-

dent.

The lemma shows that if the state evolution is irreducible and|Y| ≥ |Ω|, then

for “generic” signal structures, asymptotic connectedness is satisfied. The proof

of the lemma can be found in Appendix E.

As shown in Lemma 5, connectedness ensures invariance of the feasible pay-

off set, which plays an important role in our equilibrium analysis. The follow-

ing lemma shows that the invariance result remains valid as long as the game is

asymptotically connected.18 The proof can be found in Appendix E.

Lemma 15. Suppose that the game is asymptotically connected. Then for each

ε > 0, there isδ ∈ (0,1) such that the following properties hold:

(i) For any λ ∈ Λ, δ ∈ (δ ,1), µ, andµ̃,∣∣∣∣ max
v∈Vµ (δ )

λ ·v− max
ṽ∈V µ̃ (δ )

λ · ṽ
∣∣∣∣ < ε.

18However, unlike Lemma 5, we do not know the rate of convergence, and in particular, we do
not know if we can replaceε in the lemma withO(1−δ ).
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(ii) For any λ ∈ Λ and δ ∈ (δ ,1), there is a pure strategy profile s∈ S∗ such

that for all µ, ∣∣∣∣λ ·vµ(δ ,s)− max
v∈Vµ (δ )

λ ·v
∣∣∣∣ < ε.

With this lemma, it is easy to see that Proposition 2 is valid for asymptotically

connected stochastic games. That is, the folk theorem holds as long as the game

is asymptotically connected.

In the same spirit, we can show that strong connectedness is stronger than

necessary for the invariance of the limit minimax payoff. Indeed, the following

condition,asymptotic strong connectedness, is weaker than strong connectedness

but sufficient for the invariance result. The proof is omitted, as it is a combination

of those of Lemmas 12 and 15.

Definition 18. A non-empty subsetΩ∗ ⊆ Ω is asymptotically robustly acces-

sible if there is π̃∗ > 0 such that for anyε > 0, there is a natural numberT

and π∗ > 0 such that for any initial priorµ and for anyi, there is an action

sequence(a1
−i , · · · ,aT

−i) such that for any playeri’s strategysi , there is a natu-

ral numberT∗ ≤ T and a beliefµ̃ such that Pr(µT+1 = µ̃|µ,a1, · · · ,aT) ≥ π∗,

∑ω∈Ω∗ µ̃(ω) ≥ 1− ε, andµ̃(ω) ≥ π̃∗ for all ω ∈ Ω∗.

Definition 19. A subsetΩ∗ ⊆ Ω is asymptotically strongly transientif it is not

asymptotically robustly accessible and for anyε > 0, there is a natural number

T andπ∗ > 0 such that for any pure strategy profiles∈ S∗ and for anyµ whose

support isΩ∗, there is an asymptotically accessible setΩ∗ ∈ Õ, a natural number

T∗≤T, and a belief̃µ such that Pr(µT+1 = µ̃|µ,s)≥ π∗ and∑ω̃∈Ω∗ µ̃(ω̃)≥ 1−ε,

Definition 20. The game isasymptotically strongly connectedif the following

conditions hold:

(i) Each non-empty subsetΩ∗ ⊆ Ω is asymptotically robustly accessible or

asymptotically strongly transient.

(ii) There isπ̃∗ > 0 such that for anyε > 0, there is a natural numberT such

that for eachω, for eachµ whose support isΩ, and for each pure strategy

profile s∈ S∗, there is a natural numberT∗ ≤ T and a historyhT∗
such that

the probability ofhT given (ω ,s) is positive, and such that the posterior
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belief µ̃ induced byω andhT satisfies∑ω̃∈Ω∗ µ̃(ω̃)≥ 1−ε andµ̃(ω̃)≥ π̃∗

for eachω̃ ∈ Ω∗, whereΩ∗ is the support of the posterior induced byµ and

hT .

Appendix D: Proof of Proposition 2

Here we prove the folk theorem for strongly connected stochastic games.

Definition 21. A subsetW of RN is smoothif it is closed and convex; it has a non-

empty interior; and there is a unique unit normal for each point on the boundary

of W.19

Pick an arbitrary smooth subsetW of the interior ofV∗. From Proposition 1,

it is sufficient to show that each target payoffv∈W is stochastically enforceable

using continuation payoffsw chosen from the setW. As argued by FLM, a key

step is to show enforceability of boundary pointsv of W. Indeed, if we can show

that all boundary pointsv of W are enforceable, then it is relatively easy to check

that all interior points ofW are also enforceable.

So pick an arbitrary boundary pointv∈W. We want to prove thatv is enforce-

able using continuation payoffsw(ht) in W for all sufficiently largeδ . A sufficient

condition for this is that there are some real numbersε > 0 andK > 0 such that

v is enforceable using continuation payoffs in the setG in Figure 7 for allδ . For-

mally, lettingλ be a unit normal toW at v, the setG in the figure refers to the set

of all payoff vectors ˜v such thatλ · v≥ λ · ṽ+(1− δ )ε and such that ˜v is within

(1− δ )K of v. Note that the setG depends on the discount factorδ , but if W is

smooth, this setG is always in the interior of the setW for anyδ close to one. (See

Fudenberg and Levine (1994) for a formal proof.) Thus if continuation payoffs

w(ht) are chosen from the setG for eachδ , they are in the setW, as desired.

The concept ofuniform decomposabilityof Fudenberg and Yamamoto (2011b)

formalizes the above idea, and here we extend it to our setup. Given anyv, λ ,

ε > 0, K > 0, andδ ∈ (0,1), let Gv,λ ,ε,K,δ be the set of all ˜v such thatλ · v ≥
λ · ṽ+(1− δ )ε and such that ˜v is within (1− δ )K of v. Whenv is a boundary

19A sufficient condition for each point on the boundary ofW to have a unique unit normal is
that the boundary is aC2-submanifold ofRN.
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Figure 7: Continuation payoffs are chosen fromG.

point of W andλ is the corresponding unit normal, this setGv,λ ,ε,K,δ is exactly

the setG in Figure 7.

Definition 22. A subsetW of RN is uniformly decomposable with respect to pif

there areε > 0, K > 0, andδ ∈ (0,1) such that for eachv∈W, δ ∈ (δ ,1), λ ∈ Λ,

and µ, there ares∈ S and w : H → Gv,λ ,ε,K,δ such that(s,v) is stochastically

enforceable with respect to(δ ,µ, p) usingw.

In words, uniform decomposability requires that any target payoffv ∈ W is

stochastically enforceable using continuation payoffs in the setGv,λ ,ε,K,δ . The

following lemma shows uniform decomposability is sufficient for the setW to be

self-generating for sufficiently largeδ .20 The proof is similar to Fudenberg and

Yamamoto (2011b) and hence omitted.

Lemma 16. Suppose that a smooth and bounded subset W ofRN is uniformly

decomposable with respect to p. Then there isδ ∈ (0,1) such that for any payoff

vector v∈W, for anyδ ∈ (δ ,1), and for anyµ, there is a sequential equilibrium

which yields the payoff v.

In what follows, we will show that any smoothW in the interior ofV∗ is

uniformly decomposable. A directionλ is regular if it has at least two non-zero

components, and iscoordinateif it has exactly one non-zero component. The next

lemma is an extension of Theorem 5.1 of FLM. Very roughly speaking, it shows

that a boundary pointv of W with a regular unit normal vectorλ is enforceable

using continuation payoffs in the setG. The proof can be found in Appendix E.
20This is a counterpart to the “local decomposability lemma” of FLM for infinitely repeated

games. For more discussions, see Fudenberg and Yamamoto (2011b).
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Lemma 17. For each regular directionλ and for each p∈ (0,1), there is K> 0

such that for eachµ, for each s∈ S∗, for eachδ ∈ (0,1), and for each v∈V, there

is w such that

(i) (s,v) is stochastically enforceable with respect to(δ ,µ, p) by w,

(ii) λ ·w(ht) = λ ·v− 1−δ
(1−p)δ (λ ·vµ(pδ ,s)−λ ·v) for all t and ht , and

(iii) |v−w(ht)| < 1−δ
(1−p)δ K for all t and ht .

This lemma applies to all target payoffsv ∈ V, but for the sake of the ex-

position, letv be a boundary point ofW with a regular unit normalλ . Assume

also thatp andδ are close to one. Lets be a strategy profile approximating the

boundary ofV toward directionλ when the discount factor ispδ . Sincev is in

the interior ofV∗, we haveλ ·vµ(pδ ,s)−λ ·v= l > 0. Clause (i) says that such a

pair(s,v) is enforceable using some continuation payoffsw. Also, clauses (ii) and

(iii) ensure that these continuation payoffs are in the setG in Figure 7, by letting

ε = l . Indeed, clause (ii) reduces toλ ·w(ht) = λ · v− 1−δ
(1−p)δ l , and thus all the

continuation payoffs must be in the shaded area in Figure 8. (In particular, clause

(ii) says that continuation payoffs can be chosen from a hyperplane orthogonal to

λ . This is reminiscent of the idea of “utility transfers across players” of FLM.)

1−δ
(1−p)δ l

λ

w(ht)

w(h̃t)

W

v

vµ(pδ ,s)
l

1−δ
(1−p)δ K

Figure 8: Continuation Payoffs for Regular Directionλ

Note that in the above lemma, the rate of convergence (the constantK in the

lemma) depends on directionλ ; indeed this constantK can become arbitrarily
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large asλ approaches a coordinate vector. However, in Lemma 20 we will extract

a finite set of direction vectors so the dependence of the constant onλ will not

cause problems.

The next lemma extends Lemma 5.2 of FLM, which considers enforceability

for coordinate directions. The proof can be found in Appendix E.

Lemma 18. For each p∈ (0,1), there is K> 0 such that for eachµ, s−i ∈ S∗−i ,

v∈V, δ , and si ∈ argmax̃si∈S∗i
vµ

i (pδ , s̃i ,s−i), there is w such that

(i) (s,v) is stochastically enforceable with respect to(δ ,µ, p) by w,

(ii) w i(ht) = vi − 1−δ
(1−p)δ (vµ

i (pδ ,s)−vi) for all t and ht , and

(iii) |v−w(ht)| < 1−δ
(1−p)δ K for all t and ht .

To see the implication of the above lemma, letv be a boundary point ofW

such that the corresponding unit normal is a coordinate vector withλi = 1. That

is, letv be a payoff vector which gives the best possible payoff to playeri within

the setW. Letsbe a strategy profile which approximates the best payoff for player

i within the feasible payoff setV, so thatvµ
i (pδ ,s)− vi = l > 0. Clause (i) says

that such a pair(s,v) is enforceable using some continuation payoffsw. Clauses

(ii) and (iii) ensure that continuation payoffs are in the shaded area in Figure 9.

v

λ
vµ(pδ ,s)

W

w(ht)

w(h̃t)

l

(1−δ )
(1−p)δ l

Figure 9: Continuation Payoffs forλ with λi = 1

Likewise, letv be a boundary point ofW such that the corresponding unit

normal is a coordinate vector withλi = −1. Considers which approximates the

limit minimax payoff to playeri so thatvi − vµ
i (pδ ,s) = l > 0. Then clauses (ii)

and (iii) ensure that the continuation payoffs are in the shaded area in Figure 10.
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v

vµ(pδ ,s)

W

w(ht)

l

1−δ
(1−p)δ l

λ

w(h̃t)

Figure 10: Continuation Payoffs forλ with λi = −1

To prove the above lemma, it is important thatsi is a best reply tos−i givenµ
andpδ ; this property ensures that playeri’s incentive constraints are satisfied by

a constant continuation functionwi , so that clause (ii) is satisfied.

The next lemma guarantees that forp close to one, there are strategy profiles

which approximate the boundary ofV∗ in the stochastic game with the discount

factor p. Intuitively, these strategies are the ones we have considered in Figures 8

through 10. The proof is found in Appendix E.

Lemma 19. Suppose that the game is connected. Then for any smooth subset

W of the interior of V∗, there areε > 0 and p∈ (0,1) such that the following

properties hold:

(i) For every regularλ andµ, there is a strategy profile s∈ S∗ such that

λ ·vµ(p,s) > max
v∈W

λ ·v+ ε.

(ii) For each i and for eachµ, there is a strategy s−i ∈ S∗−i such that

max
si∈Si

vµ
i (p,s) > max

v∈W
vi + ε.

(iii) For each i and for eachµ, there is a strategy s−i ∈ S∗−i such that

max
si∈Si

vµ
i (p,s) < min

v∈W
vi − ε.

Now we are in a position to prove uniform decomposability of a smooth subset

W of the interior ofV∗. The proof can be found in Appendix E.
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Lemma 20. For any smooth subset W of the interior of V∗, there is p∈ (0,1) such

that W is uniformly decomposable with respect to p.

This lemma, together with Lemma 16, establishes Proposition 2.

Remark 3. When the game is not (asymptotically) connected, the limit feasible

payoff setVµ may depend onµ. However, even in this case, the following result

holds. Letvµ
i be the limit superior of playeri’s minimax payoff with the initial

prior µ, asδ → 1. LetV∗µ be the set ofv ∈ Vµ such thatvi ≥ vµ
i for all i, and

let V∗ be the intersection ofV∗µ over all µ. Then for any interior pointv of V∗

and any initial priorµ, there is a sequential equilibrium with the payoffv whenδ
is large enough. That is, if a payoff vectorv is feasible and individually rational

regardless of the initial priorµ, then it is achieved by some equilibrium.

Appendix E: Proofs of Lemmas

E.1 Proof of Lemma 3

It is obvious that ifω is transient, then{ω} is transient. Fix an arbitrary{ω} such

thatω is globally accessible yet{ω} is not globally accessible. It is sufficient to

show that{ω} is transient. To do so, fix arbitrarya∗ andy∗ such thatπω
Y (y∗|a∗) >

0, and letΩ∗ be the set of all̃ω such thatπω(y∗, ω̃|a∗) > 0. It is sufficient to show

thatΩ∗ is globally accessible, as it implies that{ω} is transient.

Fix an arbitrary initial priorµ, and take an arbitraryω∗ such thatµ(ω∗)≥ 1
|Ω| .

Since the state evolution is irreducible, there is an action sequence(a1, · · · ,aT)
with T ≤ |Ω| such that the probability of the state in periodT + 1 beingω is

positive conditional on the initial stateω∗ and the action sequence(a1, · · · ,aT).
Suppose that, given the initial priorµ, players play this action sequence until

periodT and thena∗ in periodT +1. Then in periodT +1, the true state can be

ω , so that with positive probability, the signaly∗ realizes. Then the support of the

posterior belief isΩ∗, since the signaly reveals that the current state isω. Note

that the probability of this event is at least

µ(ω∗)Pr(ωT+1 = ω |ω∗,a1, · · · ,aT)πω
Y (y∗|a∗) ≥ πT+1

|Ω|
.
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Since the lower boundπ
T+1

|Ω| > 0 is the same across all initial priors, the setΩ is

globally accessible.

E.2 Proof of Lemma 5

Fix δ andλ . For eachµ, let sµ be a pure-strategy profile which solves maxs∈Sλ ·
v(δ ,s). Without loss of generality we assumesµ ∈ S∗.

Note that given each initial priorµ, the score is equal toλ · vµ(δ ,sµ). The

following lemma shows that the score is convex with respect toµ.

Lemma 21. λ ·vµ(δ ,sµ) is convex with respect toµ.

Proof. Takeµ and µ̃, and take an arbitraryκ ∈ (0,1). Let µ̂ = κµ +(1−κ)µ̃.

Then we have

λ ·vµ̂(δ ,sµ̂) = κλ ·vµ(δ ,sµ̂)+(1−κ)λ ·vµ̃(δ ,sµ̂)

≤ κλ ·vµ(δ ,sµ)+(1−κ)λ ·vµ̃(δ ,sµ̃),

which implies the convexity. Q.E.D.

Sinceλ ·vµ(δ ,sµ) is convex, there isω such that

λ ·vω(δ ,sω) ≥ λ ·vµ(δ ,sµ) (9)

for all µ. (Here the superscriptω refers to the initial priorµ which assigns prob-

ability one to the stateω .) Pick such aω.

For eachT and signal sequence(y1, · · · ,yT), letπ(y1, · · · ,yT) denote the prob-

ability that the sequence(y1, · · · ,yT) appears when the initial state isω and play-

ers playsω . Sincesω is pure and the initial belief puts probability one onω, we

haveπ(y1, · · · ,yT)≥ πT for all (y1, · · · ,yT) with π(y1, · · · ,yT) > 0. For each such

(y1, · · · ,yT), let µ(y1, · · · ,yT) be the posterior beliefµT+1 given the initial state

ω , the strategy profilesω , and the signal sequence(y1, · · · ,yT). The following

lemma bounds the difference between the maximal scoreλ · vω(δ ,sω) and the

score when the initial prior isµ = µ(y1, · · · ,yT). LetC(T) = 2g
πT

Lemma 22. For each T and(y1, · · · ,yT) with π(y1, · · · ,yT) > 0,∣∣∣λ ·vω(δ ,sω)−λ ·vµ(y1,··· ,yT)(δ ,sµ(y1,··· ,yT))
∣∣∣ ≤ 1−δ T

δ T C(T).
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Proof. From the principle of optimality, we have

λ ·vω(δ ,sω) =(1−δ )
T

∑
t=1

δ t−1E[λ ·gωt
(at)|ω1 = ω,sω ]

+δ T ∑
(y1,··· ,yT)∈YT

π(y1, · · · ,yT)λ ·vµ(y1,··· ,yT)(δ ,sµ(y1,··· ,yT)).

Since(1−δ )∑T
t=1δ t−1E[λ ·gωt

(at)|ω1 = ω,sω ] ≤ (1−δ T)g, we have

λ ·vω(δ ,sω) ≤(1−δ T)g

+δ T ∑
(y1,··· ,yT)∈YT

π(y1, · · · ,yT)λ ·vµ(y1,··· ,yT)(δ ,sµ(y1,··· ,yT)).

This inequality, together with (9), implies that

λ ·vω(δ ,sω) ≤(1−δ T)g+δ Tπ(y1, · · · ,yT)λ ·vµ(y1,··· ,yT)(δ ,sµ(y1,··· ,yT))

+δ T(1−π(y1, · · · ,yT))λ ·vω(δ ,sω)

for each(y1, · · · ,yT). Arranging, we have

λ ·vω(δ ,sω)−λ ·vµ(y1,··· ,yT)(δ ,sµ(y1,··· ,yT)) ≤ (1−δ T)(g−λ ·vω(δ ,sω))
δ Tπ(y1, · · · ,yT)

.

for each(y1, · · · ,yT) such thatπ(y1, · · · ,yT) > 0. Sinceπ(y1, · · · ,yT) ≥ πT ,

λ ·vω(δ ,sω)−λ ·vµ(y1,··· ,yT)(δ ,sµ(y1,··· ,yT)) ≤ (1−δ T)(g−λ ·vω(δ ,sω))
δ TπT .

Using (9) andλ ·vω(δ ,sω) ≥−g, the result follows. Q.E.D.

Since the game is connected,{ω} is either globally accessible or transient.

When it is transient, there is a natural numberT ≤ 2|Ω| and a signal sequence

(y1, · · · ,yT) such that if the initial state isω and players playsω , then the signal se-

quence(y1, · · · ,yT) appears with positive probability and the support of the result-

ing posterior beliefµ(y1, · · · ,yT) is a globally accessible setΩ∗ ∈ O. Take such

T, (y1, · · · ,yT), andΩ∗. To simplify our notation, letµ∗ = µ(y1, · · · ,yT). Since

µ∗ is a belief induced by the initial stateω in periodT +1, we haveµ∗(ω̃) ≥ πT

for eachω̃ ∈ Ω∗. LetC = C(T)
πT .

When{ω} is globally accessible, letΩ∗ = {ω}, T = 0, µ∗ ∈△Ω with µ∗(ω)=
1 andC = 2g.
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Let s∗ = sµ∗
, that is,s∗ is the strategy profile which achieves the score when

the initial prior is µ∗. Lemma 22 shows that this strategys∗ approximates the

maximal scoreλ · vω(δ ,sω) when the initial prior isµ∗. The following lemma

shows that this strategys∗ can still approximate the maximal score even if the

initial prior µ∗ is replaced with some statẽω in the setΩ∗.

Lemma 23. For eachω̃ ∈ Ω∗, we have∣∣∣λ ·vω(δ ,sω)−λ ·vω̃(δ ,s∗)
∣∣∣ ≤ 1−δ T

δ T C.

Proof. When{ω} is globally accessible,̃ω ∈Ω∗ impliesω̃ = ω so that the lemma

obviously follows. Hence we focus on the case in which{ω} is not globally

accessible. Takẽω ∈ Ω∗ arbitrarily. Then we have

λ ·vµ∗
(δ ,s∗) = ∑

ω̂∈Ω∗
µ∗[ω̂ ]λ ·vω̂(δ ,s∗)

≤ µ∗[ω̃]λ ·vω̃(δ ,s∗)+ ∑
ω̂,ω̃

µ∗[ω̂ ]λ ·vω̂(δ ,sω̂)

Using (9),

λ ·vµ∗
(δ ,s∗) ≤ µ∗[ω̃]λ ·vω̃(δ ,s∗)+(1−µ∗[ω̃])λ ·vω(δ ,sω).

Arranging,

µ∗[ω̃](λ ·vω(δ ,sω)−λ ·vω̃(δ ,s∗)) ≤ λ ·vω(δ ,sω)−λ ·vµ∗
(δ ,s∗).

Note that the term in the parenthesis in the left-hand side is non-negative. Simi-

larly the right-hand side is non-negative. Hence∣∣∣λ ·vω(δ ,sω)−λ ·vω̃(δ ,s∗)
∣∣∣ ≤ |λ ·vω(δ ,sω)−λ ·vµ∗

(δ ,s∗)|
µ∗[ω̃]

.

Since we haveµ∗[ω̃] ≥ πT ,∣∣∣λ ·vω(δ ,sω)−λ ·vω̃(δ ,s∗)
∣∣∣ ≤ |λ ·vω(δ ,sω)−λ ·vµ∗

(δ ,s∗)|
πT .

Using Lemma 22, the result follows. Q.E.D.

The following lemma shows that the same result holds even if the initial state

ω̃ ∈ Ω∗ is replaced with some priorµ whose support isΩ∗.
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Lemma 24. For eachµ such thatµ(ω̃) = 0 for all ω̃ <Ω∗, we have

|λ ·vω(δ ,sω)−λ ·vµ(δ ,s∗)| ≤ 1−δ T

δ T C.

Proof. We have

λ ·vµ̃(δ ,s∗) = ∑
ω̃∈Ω∗

µ̃(ω̃)λ ·vω̃(δ ,s∗).

Subtracting both sides fromλ ·vω(δ ,sω),

λ ·vω(δ ,sω)−λ ·vµ̃(δ ,s∗) = ∑
ω̃∈Ω∗

µ̃(ω̃)(λ ·vω(δ ,sω)−λ ·vω̃(δ ,s∗)).

Then from Lemma 23, the result follows. Q.E.D.

Takeπ∗ > 0 such that for each globally accessible set,π∗ satisfies the con-

dition stated in Definition 3. (Suchπ∗ exists, since there are only finitely many

subsets ofΩ.) SinceΩ∗ is globally accessible, given any initial priorµ, there is a

natural numberT(µ)≤ 4|Ω| and an action sequencea(µ) = (a1(µ), · · · ,aT(µ)(µ))
such that the support of the posterior belief at the beginning of periodT(µ)+1 is

a subset ofΩ∗ with probability at leastπ∗.

Now let µ∗∗ be such thatµ∗∗(ω) = 1
|Ω| for eachω. Given the initial priorµ∗∗,

consider the following strategy profiles∗∗:

• Let µ(1) = µ∗∗.

• Players play the action sequencea(µ(1)) for the firstT(µ(1)) periods. Let

µ(2) be the posterior belief in periodT(µ(1))+1.

• If the support of the posterior beliefµ(2) is a subset ofΩ∗, then players play

s∗ in the rest of the game.

• If not, then players playa(µ(2)) for the nextT(µ(2)) periods. Letµ(3) be

the posterior belief after that.

• If the support of the posterior beliefµ(3) is a subset ofΩ∗, then players play

s∗ in the continuation game.

• And so on.
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Intuitively, for the firstT(µ(1)) periods, players play an action sequence which

can potentially induce a posterior belief whose support is a subset ofΩ∗. Let µ(2)

be the posterior belief, and if its support is indeed a subset ofΩ∗, they play the

strategy profiles∗ in the continuation game. Lemma 24 guarantees that the score

in the continuation payoff after the switch tos∗ approximates the maximal score

λ ·vω(δ ,sω). If the support ofµ(2) is not a subset ofΩ∗, once again players play

an action sequence which can potentially induce a posterior belief whose support

is a subset ofΩ∗. And they do the same thing over and over.

The following lemma shows that the score given the initial priorµ∗∗ and the

strategy profiles∗∗ approximates the maximal scoreλ ·vω(δ ,sω) whenδ is close

to one. LetC̃ = 4g
π∗ .

Lemma 25. We have∣∣∣λ ·vω(δ ,sω)−λ ·vµ∗∗
(δ ,s∗∗)

∣∣∣ ≤ 1−δ T

δ T C+(1−δ 4|Ω|
)C̃.

Proof. If 1−δ T

δ T C ≥ g, then the result is obvious because we have|λ ·vω(δ ,sω)−
λ ·vµ∗∗

(δ ,s∗∗)| ≤ g. So in what follows, we assume that1−δ T

δ T C < g,

Suppose that the initial prior isµ∗∗ and players play the strategy profiles∗∗.

By the definition ofs∗∗, once the support of the posterior beliefµ(k) reaches a

subset ofΩ∗ for somek, players switch their continuation play tos∗, and Lemma

24 ensures that the score in the continuation game is at leastλ ·vω(δ ,sω)− 1−δ T

δ T C.

This implies that after the switch tos∗, the “per-period score” in the continuation

game is at leastλ ·vω(δ ,sω)− 1−δ T

δ T C. To simplify the notation, letv∗ denote this

payoff lower bound, that is,v∗ = λ · vω(δ ,sω)− 1−δ T

δ T C. On the other hand, the

per-period score before the switch tos∗ is at least−2g, sinceλ ·gω(a) ≤−2g for

all ω anda. For eacht, let ρ t denote the probability that the switch tos∗ does not

happen until the end of periodt. Let ρ0 = 1. Then from the above argument, we

have

λ ·vµ∗∗
(δ ,s∗∗) ≥ (1−δ )

∞

∑
t=1

δ t−1{
ρ t−1(−2g)+(1−ρ t−1)v∗

}
. (10)

Recall that the length of the action sequencea(µ) is at most 4|Ω| for eachµ.

Recall also that the probability that the action sequencea(µ) does not induce the

switch tos∗ is at most 1−π∗ for eachµ. Hence we have

ρn4|Ω|+k ≤ (1−π∗)n
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for eachn = 0,1, · · · and k ∈ {0, · · · ,4|Ω| − 1}. This inequality, together with

−2g≤ v∗, implies that

ρn4|Ω|+k(−2g)+(1−ρn4|Ω|+k)v∗ ≥ (1−π∗)n(−2g)+{1− (1−π∗)n}v∗

for eachn = 0,1, · · · andk∈ {0, · · · ,4|Ω|−1}. Plugging this inequality into (10),

we obtain

λ ·vµ∗∗
(δ ,s∗∗) ≥ (1−δ )

∞

∑
n=1

4|Ω|

∑
k=1

δ (n−1)4|Ω|+k−1

[
−(1−π∗)n−12g

+{1− (1−π∗)n−1}v∗

]
.

Since∑4|Ω|
k=1δ (n−1)4|Ω|+k−1 = δ (n−1)4|Ω|

(1−δ 4|Ω|
)

1−δ ,

λ ·vµ∗∗
(δ ,s∗∗) ≥(1−δ 4|Ω|

)
∞

∑
n=1

δ (n−1)4|Ω|

[
−(1−π∗)n−12g

+{1− (1−π∗)n−1}v∗

]

=− (1−δ 4|Ω|
)

∞

∑
n=1

{(1−π∗)δ 4|Ω|
}n−12g

+(1−δ 4|Ω|
)

∞

∑
n=1

[(δ 4|Ω|
)n−1−{(1−π∗)δ 4|Ω|

}n−1]v∗.

Since∑∞
n=1{(1−π∗)δ 4|Ω|}n−1 = 1

1−(1−π∗)δ 4|Ω| and∑∞
n=1(δ 4|Ω|

)n−1 = 1

1−δ 4|Ω| ,

λ ·vµ∗∗
(δ ,s∗∗) ≥− (1−δ 4|Ω|

)2g

1− (1−π∗)δ 4|Ω| +
δ 4|Ω|π∗

1− (1−π∗)δ 4|Ω| v
∗.

Subtracting both sides fromλ ·vω(δ ,sω), we have

λ ·vω(δ ,sω)−λ ·vµ∗∗
(δ ,s∗∗)

≤ (1−δ 4|Ω|
)2g

1− (1−π∗)δ 4|Ω| +
δ 4|Ω|π∗(1−δ T)C

{1− (1−π∗)δ 4|Ω|}δ T
− (1−δ 4|Ω|

)λ ·vω(δ ,sω)
1− (1−π∗)δ 4|Ω|
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Sinceλ ·vω(δ ,sω) ≥−2g,

λ ·vω(δ ,sω)−λ ·vµ∗∗
(δ ,s∗∗)

≤ (1−δ 4|Ω|
)2g

1− (1−π∗)δ 4|Ω| +
δ 4|Ω|π∗(1−δ T)C

{1− (1−π∗)δ 4|Ω|}δ T
+

(1−δ 4|Ω|)2g

1− (1−π∗)δ 4|Ω|

≤ (1−δ 4|Ω|
)4g

1− (1−π∗)
+

π∗(1−δ T)C
{1− (1−π∗)}δ T

=
(1−δ 4|Ω|

)4g
π∗ +

(1−δ T)C
δ T

=
1−δ T

δ T C+(1−δ 4|Ω|
)C̃

Hence the result follows. Q.E.D.

The next lemma asserts that the strategy profiles∗∗ can approximate the max-

imal score regardless of the initial stateω̃.

Lemma 26. For eachω̃ ∈ Ω, we have∣∣∣λ ·vω(δ ,sω)−λ ·vω̃(δ ,s∗∗)
∣∣∣ ≤ 1−δ T

δ T C|Ω|+(1−δ 4|Ω|
)C̃|Ω|.

Proof. The proof is very similar to that of Lemma 23. ReplaceΩ∗, µ∗, s∗, andπT

in the proof of Lemma 23 withΩ, µ∗∗, s∗∗, and 1
|Ω| , respectively. Then we have∣∣∣λ ·vω(δ ,sω)−λ ·vω̃(δ ,s∗∗)

∣∣∣ ≤ |Ω| · |λ ·vω(δ ,sω)−λ ·vµ∗∗
(δ ,s∗∗)|

for eachδ andω̃ ∈ Ω. Then from Lemma 25, the result follows. Q.E.D.

The next lemma implies that the strategy profiles∗∗ can approximate the max-

imal score regardless of the initial priorµ.

Lemma 27. For all µ ∈△Ω,

|λ ·vω(δ ,sω)−λ ·vµ(δ ,s∗∗)| ≤ 1−δ T

δ T C|Ω|+(1−δ 4|Ω|
)C̃|Ω|.

Proof. The proof is very similar to that of Lemma 24. ReplaceΩ∗ ands∗ in the

proof of Lemma 24 withΩ ands∗∗, respectively. In the last step of the proof, use

Lemma 26 instead of Lemma 23. Q.E.D.
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From Lemma 27 and

λ ·vω(δ ,sω) ≥ λ ·vµ(δ ,sµ) ≥ λ ·vµ(δ ,s∗∗), (11)

we have

|λ ·vω(δ ,sω)−λ ·vµ(δ ,sµ)| ≤ 1−δ T

δ T C|Ω|+(1−δ 4|Ω|
)C̃|Ω|.

This implies the lemma, sinceT ≤ 2|Ω|, C = 2g
πT+1 andC̃ = 4g

π∗ for anyδ andλ .

E.3 Proof of Lemma 6

We first show that global accessibility in Definition 9 implies the one in Definition

3. Take a setΩ∗ which is globally accessible in the sense of Definition 9, and fix an

arbitrarily initial priorµ. Note that there is at least oneω such thatµ(ω)≥ 1
|Ω| , so

pick suchω, and then pick(a1, · · · ,aT) and(y1, · · · ,yT) as stated in Definition 9.

Suppose that the initial prior isµ and players play(a1, · · · ,aT). Then clause (i) of

Definition 9 guarantees that the signal sequence(y1, · · · ,yT) appears with positive

probability. Also, clause (ii) ensures that the support of the posterior beliefµT+1

after observing this signal sequence is a subset ofΩ∗, i.e., µT+1(ω̃) = 0 for all

ω̃ <Ω∗.21 Note that the probability of this signal sequence(y1, · · · ,yT) is at least

µ(ω)Pr(y1, · · · ,yT |ω ,a1, · · · ,aT) ≥ 1
|Ω|

πT ≥ 1
|Ω|

π4|Ω|
> 0,

where Pr(y1, · · · ,yT |ω,a1, · · · ,aT) denotes the probability of the signal sequence

(y1, · · · ,yT) given the initial stateω and the action sequence(a1, · · · ,aT). This

implies that global accessibility in Definition 9 implies the one in Definition 3, by

letting π∗ ∈ (0, 1
|Ω|π

4|Ω|
).

Next, we show that the converse is true. LetΩ∗ be a globally accessible set

in the sense of Definition 3. Pickπ∗ > 0 as stated in Definition 3, and pickω
arbitrarily. Letµ be such thatµ(ω) = 1− π∗

2 andµ(ω̃) = π∗

2(|Ω|−1) for eachω̃ ,ω.

SinceΩ∗ is globally accessible, we can choose an action sequence(a1, · · · ,aT)
and a beliefµ̃ whose support is included inΩ∗ such that

Pr(µT+1 = µ̃|µ,a1, · · · ,aT) ≥ π∗. (12)

21The reason is as follows. From Bayes’ rule,µT+1(ω̃) > 0 only if Pr(y1, · · · ,yT ,ωT+1 =
ω̃ |ω̂ ,a1, · · · ,aT) > 0 for someω̂ with µ(ω̂) > 0. But clause (ii) asserts that the inequality does
not hold for allω̂ ∈ Ω andω̃ <Ω∗.
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Let (y1, · · · ,yT) be the signal sequence which induces the posterior beliefµ̃
given the initial priorµ and the action sequence(a1, · · · ,aT). Such a signal se-

quence may not be unique, so letŶt be the set of these signal sequences. Then

(12) implies that

∑
(y1,··· ,yT)∈ŶT

Pr(y1, · · · ,yT |µ,a1, · · · ,aT) ≥ π∗.

Arranging,

∑
(y1,··· ,yT)∈ŶT

∑
ω̃∈Ω

µ(ω̃)Pr(y1, · · · ,yT |ω̃ ,a1, · · · ,aT) ≥ π∗.

Pluggingµ(ω̃) = π∗

2(|Ω|−1) and∑(y1,··· ,yT)∈ŶT Pr(y1, · · · ,yT |ω̃,a1, · · · ,aT) ≤ 1 into

this inequality,

∑
(y1,··· ,yT)∈ŶT

µ(ω)Pr(y1, · · · ,yT |ω,a1, · · · ,aT)+
π∗

2
≥ π∗

so that

∑
(y1,··· ,yT)∈ŶT

µ(ω)Pr(y1, · · · ,yT |ω,a1, · · · ,aT) ≥ π∗

2
.

Hence there is some(y1, · · · ,yT)∈ ŶT which can happen with positive probability

given the initial stateω and the action sequence(a1, · · · ,aT). Obviously this

sequence(y1, · · · ,yT) satisfies clause (i) in Definition 9. Also it satisfies clause

(ii) in Definition 9, since(y1, · · · ,yT) induces the posterior beliefµ̃ whose support

is Ω∗, given the initial priorµ whose support is the whole spaceΩ. Sinceω can

be arbitrarily chosen, the proof is completed.

E.4 Proof of Lemma 7

By the definition of global accessibility, if{ω} is globally accessible, any superset

Ω∗ ⊇{ω} is globally accessible. So it is sufficient to show that if{ω} is transient,

then any supersetΩ∗ ⊇ {ω} is globally accessible or transient.

To prove this, take a transient set{ω} and a supersetΩ∗∗ ⊇{ω}. Suppose that

Ω∗∗ is not globally accessible. In what follows, we will show that it is transient.

Take a strategys∈ S∗ arbitrarily. TakeΩ∗ ∈ O, T, and(y1, · · · ,yT), as stated in
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Definition 10. Suppose that the initial belief isµ with the supportΩ∗∗, and that

players plays. Then, sinceµ puts a positive probability onω , the signal sequence

(y1, · · · ,yT) realizes with positive probability and the support of the posterior be-

lief µT+1 must be a supersetΩ∗∗∗ of Ω∗. SinceΩ∗ is globally accessible, so is the

supersetΩ∗∗∗. This shows thatΩ∗∗ is transient, ass can be arbitrary.

E.5 Proof of Lemma 8

Sets= s∗∗ as in the proof of Lemma 5. Then from Lemma 27 and (11), we obtain

|λ ·vµ(δ ,s∗∗)−λ ·vµ(δ ,sµ)| ≤ 1−δ T

δ T C|Ω|+(1−δ 4|Ω|
)C̃|Ω|.

Hence the result holds.

E.6 Proof of Lemma 9

Takeλ , µ, andε > 0 arbitrarily. Letδ ∈ (0,1) be such that∣∣∣∣∣ max
v∈Vµ (δ )

λ ·v− limsup
δ→1

max
v∈Vµ (δ )

λ ·v

∣∣∣∣∣ <
ε
2
, (13)

and such that there iss∗ with∣∣∣∣∣ max
v∈Vµ (δ )

λ ·v−λ ·vµ̃(δ ,s∗)

∣∣∣∣∣ <
ε
2

(14)

for all µ̃. (The existence of suchδ is guaranteed by Lemma 8.) It suffices to show

that

limsup
δ→1

max
v∈Vµ (δ )

λ ·v− max
v∈Vµ (δ )

λ ·v < ε (15)

for all δ ∈ (δ ,1).
Take δ ∈ (δ ,1) arbitrarily, and letp = δ

δ . Consider the following strategy

profile s∗∗: Plays∗ until the “random termination period”t such thatzt > p and

zτ ≤ p for all τ < t. After the random termination periodt, play s∗ once again

from periodt +1, until the next random termination period, and so on. Intuitively,

players revise their play with probability 1− p in each period.
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Let µ∗ ∈ argmiñµ λ · vµ̃(δ ,s∗∗). Suppose thats∗∗ is played in the stochastic

game with initial priorµ∗ and discount factorδ . Then the corresponding score is

λ ·vµ∗
(δ ,s∗∗) =(1−δ )E

[
∞

∑
t=1

(pδ )t−1λ ·gωt
(at)

∣∣∣∣∣µ∗,s∗
]

+(1− p)
∞

∑
t=1

pt−1δ tEt [λ ·vµ(ht)(δ ,s∗∗)|µ∗,s∗]

whereµ(ht) denotes the posterior belief at the beginning of periodt +1 given the

initial prior µ∗ and the past historyht . Note that

E

[
∞

∑
t=1

(pδ )t−1λ ·gωt
(at)

∣∣∣∣∣µ∗,s∗
]

=
λ ·vµ∗

(δ ,s∗)
1− pδ

.

Hence we have

λ ·vµ∗
(δ ,s∗∗) =

(1−δ )
1− pδ

λ ·vµ∗
(δ ,s∗)

+(1− p)
∞

∑
t=1

pt−1δ tEt [λ ·vµ(ht)(δ ,s∗∗)|µ∗,s∗].

Sinceµ∗ minimizesλ ·vµ̃(δ ,s∗∗), we obtain

λ ·vµ∗
(δ ,s∗∗) ≥ (1−δ )

1− pδ
λ ·vµ∗

(δ ,s∗)+(1− p)
∞

∑
t=1

pt−1δ tλ ·vµ∗
(δ ,s∗∗)

=
(1−δ )
1− pδ

λ ·vµ∗
(δ ,s∗)+

(1− p)δ
1− pδ

λ ·vµ∗
(δ ,s∗∗).

Arranging,

λ ·vµ∗
(δ ,s∗∗) ≥ λ ·vµ∗

(δ ,s∗).

Then from (13) and (14), we have

λ ·vµ∗
(δ ,s∗∗) > limsup

δ→1
max

v∈Vω (δ )
λ ·v− ε.

This implies (15), since we have

max
v∈Vµ (δ )

λ ·v≥ λ ·vµ(δ ,s∗∗) ≥ λ ·vµ∗
(δ ,s∗∗).
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E.7 Proof of Lemma 10

Note that limδ→1maxv∈Vµ (δ ) λ · v is continuous with respect toλ . Note also

that{maxv∈Vµ (δ ) λ · v}(δ ,µ) is equi-Lipschitz continuous with respect toλ , since

Vµ(δ ) is included in the bounded set×i∈I [−gi ,gi ] for all δ and µ. Hence, for

eachλ , there is an open setUλ ⊂ Λ containingλ such that∣∣∣∣ lim
δ→1

max
v∈Vµ (δ )

λ̃ ·v− lim
δ→1

max
v∈Vµ (δ )

λ ·v
∣∣∣∣ <

ε
3

(16)

for all λ̃ ∈Uλ andµ, and such that∣∣∣∣ max
v∈Vµ (δ )

λ̃ ·v− max
v∈Vµ (δ )

λ ·v
∣∣∣∣ <

ε
3

(17)

for all λ̃ ∈ Uλ , δ ∈ (0,1), andµ. The family of open sets{Uλ}λ∈Λ covers the

compact setΛ, so there is a finite subcover{Uλ}λ∈Λ∗ . Since the setΛ∗ ⊂ Λ is a

finite set of directionsλ , there isδ ∈ (0,1) such that∣∣∣∣ lim
δ→1

max
v∈Vµ (δ )

λ ·v− max
v∈Vµ (δ )

λ ·v
∣∣∣∣ <

ε
3

for all λ ∈ Λ∗, δ ∈ (δ ,1), andµ. Plugging (16) and (17) into this, we obtain∣∣∣∣ lim
δ→1

max
v∈Vµ (δ )

λ ·v− max
v∈Vµ (δ )

λ ·v
∣∣∣∣ < ε.

for all λ ∈ Λ, δ ∈ (δ ,1), andµ, as desired.

E.8 Proof of Lemma 11

Pick a transient setΩ∗ arbitrarily. To prove the lemma, suppose not so that there

is a pure strategy profiles∈ S∗ and a beliefµ whose support isΩ∗ such that

Pr(X(Ω∗|µ,s) < ∞) = 1. (18)

Pick suchs∈ S∗ andµ.

Suppose that the initial prior isµ and players plays. SinceΩ∗ is transient,

there is a natural numberT and a signal sequence(y1, · · · , .yT) with the following

properties:
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(i) The probability of the signal sequence(y1, · · · , .yT) givenµ ands is positive.

(ii) The support of the posterior belief has not yet returned toΩ∗; that is, for

eacht ≤ T, the support of the posterior beliefµ̃ given the initial priorµ, the

strategy profiles, and the signal realization(y1, · · · , .yt) is notΩ∗.

(iii) The support of the posterior belief givenµ, s, and(y1, · · · , .yT) is globally

accessible.

The existence of a signal sequence which satisfies (i) and (iii) is obvious, sinceΩ∗

is transient. To see that there is a signal sequence which satisfies all three proper-

ties simultaneously, suppose not so that all signal sequences with (i) and (iii) do

not satisfy (ii). That is, given that the strategy profiles is played, the support of

the posterior belief must return toΩ∗ before it reaches a globally accessible set.

Assume that the initial prior isµ, and consider the following strategy profile ˜s:

• Play the strategy profiles, until the support of the posterior belief returns to

Ω∗.

• Once the support returns toΩ∗, then play the profiles again, until the sup-

port of the posterior belief returns toΩ∗ next time.

• And so on.

By the construction, if the initial prior isµ and players play ˜s, the support of the

posterior belief cannot reach a globally accessible set. This contradicts the fact

that the setΩ∗ is transient. Hence there must be a signal sequence which satisfies

(i), (ii), and (iii) simultaneously. Take such a signal sequence(y1, · · · ,yT), and let

Ω∗∗ be the support of the posterior belief after this signal sequence. Lets|(y1,··· ,yT)

be the continuation strategy profile after(y1, · · · ,yT) induced bys. Note that this

is well-defined, sinces is a pure strategy profile. Since the sequence(y1, · · · ,yT)
satisfies (ii) and since (18) holds, if the support of the current belief isΩ∗∗ and

players plays|(y1,··· ,yT) in the continuation game, then the support will reachΩ∗

with probability one. That is, for all̂µ whose support isΩ∗∗, we have

Pr(X(Ω∗|µ̂,s|(y1,··· ,yT)) < ∞) = 1.
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This in turn implies that for eacĥω ∈ Ω∗∗, there is a natural number̂T, an action

sequence(â1, · · · , âT̂), and a signal sequence(ŷ1, · · · , ŷT̂) such that

Pr(ŷ1, · · · , ŷT̂ |ω̂, â1, · · · , âT̂) > 0 (19)

and such that

Pr(ŷ1, · · · , ŷT̂ ,ω T̂+1|ω1, â1, · · · , âT̂) = 0 (20)

for all ω1 ∈ Ω∗∗ andω T̂+1 <Ω∗.

Pick ω arbitrarily. From (iii), the setΩ∗∗ is globally accessible, and hence we

can choose a natural numberT̃ ≤ 4|Ω|, an action sequence(ã1, · · · , ãT̃), a signal

sequence(ỹ1, · · · , ỹT̃), and a statêω such that

Pr(ỹ1, · · · , ỹT̃ ,ω T̃+1 = ω̂ |ω, ã1, · · · , ãT̃) > 0 (21)

and such that

Pr(ỹ1, · · · , ỹT̃ ,ω T̃+1|ω1, ã1, · · · , ãT̃) = 0 (22)

for all ω1 ∈ Ω and ω T̃+1 < Ω∗∗. Given this ω̂, chooseT̂, (â1, · · · , âT̂), and

(ŷ1, · · · , ŷT̂) so that (19) and (20) hold. Now, consider the action sequence

a = (ã1, · · · , ãT̃ , â1, · · · , âT̂)

and the signal sequence

y = (ỹ1, · · · , ỹT̃ , ŷ1, · · · , ŷT̂).

Then from (19) and (21), we have

Pr(y|ω, a) > 0.

Also, from (20) and (22), we have

Pr(y,ω T̃+T̂+1|ω1, a) = 0

for all ω1 ∈ Ω andω T̃+T̂+1 < Ω∗. This shows that the sequencesa andy satisfy

(i) and (ii) in Definition 9 forω. Since sucha and y exist for eachω ∈ Ω, the

setΩ∗ is globally accessible. (The length of the action sequencea above may be

greater than 4|Ω|, but as discussed in footnote 13, we can always find a sequence

with lengthT ≤ 4|Ω|.) However this is a contradiction, as the setΩ∗ is transient.
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E.9 Proof of Lemma 12

Fix δ . For a given strategys−i and a priorµ, let vµ
i (s−i) denote playeri’s best

possible payoff; that is, letvµ
i (s−i) = maxsi∈Si v

µ
i (δ ,si ,s−i). As the following

lemma shows, this payoff functionvµ
i (s−i) is convex with respect toµ. The proof

is very similar to Lemma 21 and hence omitted.

Lemma 28. For each s−i , vµ
i (s−i) is convex with respect toµ.

Let sµ denote the minimax strategy profile given the initial priorµ. For each

µ, let vi(s
µ
−i) = maxµ̃∈△Ω vµ̃

i (sµ
−i) be the maximal value of the convex function

vµ̃
i (sµ

−i). Let µ∗ ∈ argmaxµ∈△Ω vi(s
µ
−i). That is,vi(s

µ∗

−i ) is the maximal value

when we consider a series of the convex functions{vµ̃
i (sµ

−i)}µ∈△Ω. Sincevµ
i (sµ∗

−i )
is convex, it is maximized whenµ is an extreme point. Letω denote this extreme

point that is,vω
i (sµ∗

−i ) ≥ vµ
i (sµ∗

−i ) for all µ. (This ω denotes the prior in which

players believe that the initial state isω for sure.)

Take a smallη > 0, and letµ∗
η be the perturbation of the priorµ∗ such that

µ∗
η = (1−η)µ∗ + η( 1

|Ω| , · · · ,
1
|Ω|). Note thatµ∗

η assigns at least probabilityη on

each state.

Let Zµ be the set of all (possibly mixed) action profiles which is chosen in

period one by some minimax strategies associated with the initial priorµ. (Zµ is

a set because there can be multiple minimax strategy associated withµ.) Then a

standard argument shows thatZµ is upper hemi-continuous. This, together with

the fact thatsµ
−i is Markov, implies that without loss of generality we can assume

thatsµ∗

−i ands
µ∗

η
−i are “close” whenη is small. (This is a loose statement because we

do not explain how to measure the distance between two strategies.) Accordingly

we have the following lemma; the proof is standard and hence omitted.

Lemma 29. For any δ ∈ (0,1) and ε > 0, there isη > 0 such that for anyη ∈
(0,η), ∣∣∣vi(s

µ∗

−i )−vω
i (s

µ∗
η

−i )
∣∣∣ < ε.

By lettingε = 1−δ , this implies that for anyδ ∈ (0,1), there isη > 0 such that

for anyη ∈ (0,η), ∣∣∣vi(s
µ∗

−i )−vω
i (s

µ∗
η

−i )
∣∣∣ < 1−δ . (23)
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In what follows, we fixη so that (23) holds. Lets∗i be playeri’s best reply

againsts
µ∗

η
−i given the initial priorω . Since the game is strongly connected, there

is a natural numberT and a historyhT such that

• The historyhT happens with probability at least( π
|A|)

T , given the initial state

ω and the profile(s∗i ,s
µ∗

η
−i ), and

• The support of the posterior induced by the initial stateω and the history

hT is identical with that induced by the initial priorµ∗
η and the historyhT .

Pick suchT andhT . (Here, the minimum probability( π
|A|)

T comes from the fact

that clause (ii) in the definition of strong connectedness considers “all” strategy

profiles s.) Then letµ(hT |µ∗
η) be the posterior in periodT + 1 given that the

initial prior is µ∗ and the history ishT . Similarly, let µ(hT |ω) be the posterior

given the initial priorω. By the definition ofhT , the supports of these two beliefs

are the same; letΩ∗ denote this support. LetC = 2g( |A|π )T and letC̃ = ( |A|π )T . The

following lemma shows that playeri’s continuation payoff induced by the initial

stateω, the profile(s∗i ,s
µ∗

−i ) and the historyhT is close to the valuevω
i (sµ∗

−i ).

Lemma 30. For anyδ ,∣∣∣vω
i (sµ∗

−i )−vµ(hT |ω)
i (s

µ∗
η

−i |hT )
∣∣∣ ≤ 1−δ T

δ T C+(1−δ )C̃.

Since s
µ∗

η
−i |hT = s

µ(hT |µ∗
η )

−i , this implies∣∣∣∣vω
i (sµ∗

−i )−vµ(hT |ω)
i (s

µ(hT |µ∗
η )

−i )
∣∣∣∣ ≤ 1−δ T

δ T C+(1−δ )C̃.

Proof. Note that

vω
i (s

µ∗
η

−i ) =(1−δ )
T

∑
t=1

δ t−1E[gωt

i (at)|ω ,s∗i ,s
µ∗

η
−i ]

+δ T ∑
h̃T∈HT

Pr(h̃T |ω,s∗i ,s
µ∗

η
−i )v

µ(h̃T |ω)
i (s

µ∗
η

−i |h̃T ).

Since(1−δ )∑T
t=1δ t−1E[gωt

i (at)|ω,s] ≤ (1−δ T)g,

vω
i (s

µ∗
η

−i ) ≤ (1−δ T)g+δ T ∑̃
h1

Pr(h̃T |ω,s∗i ,s
µ∗

η
−i )v

µ(h̃T |ω)
i (s

µ∗
η

−i |h̃T ).
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From (23) andvi(s
µ∗

−i ) ≥ vµ(h̃T |ω)
i (s

µ∗
η

−i |h̃T ), we know that

vµ(h̃T |ω)
i (δ ,s

µ∗
η

−i |h̃T ) ≤ vω
i (s

µ∗
η

−i )+(1−δ ) (24)

for all h̃T ∈ HT . Plugging this into the above inequality,

vω
i (s

µ∗
η

−i ) ≤(1−δ T)g+δ T Pr(hT |ω,s∗i ,s
µ∗

η
−i )v

µ(hT |ω)
i (s

µ∗
η

−i |hT )

+δ T(1−Pr(hT |ω,s∗i ,s
µ∗

η
−i ))

{
vω

i (s
µ∗

η
−i )+(1−δ )

}
.

Since (24) holds and Pr(hT |ω,s∗i ,s
µ∗

η
−i ) ≥ ( π

|A|)
T ,

vω
i (s

µ∗
η

−i ) ≤(1−δ T)g+δ T
(

π
|A|

)T

vµ(hT |ω)
i (s

µ∗
η

−i |hT )

+δ T

{
1−

(
π
|A|

)T
}{

vω
i (s

µ∗
η

−i )+(1−δ )
}

.

Subtracting{1−δ T( π
|A|)

T}vω
i (s

µ∗
η

−i )−δ T( π
|A|)

T(1−δ )−δ T( π
|A|)

Tvµ(hT |ω)
i (s

µ∗
η

−i |hT )
from both sides,

δ T
(

π
|A|

)T {
vω

i (s
µ∗

η
−i )+(1−δ )−vµ(hT |ω)

i (s
µ∗

η
−i |hT )

}
≤ (1−δ T)(g−vω

i (s
µ∗

η
−i ))+δ T(1−δ ).

Dividing both sides byδ T( π
|A|)

T ,

vω
i (s

µ∗
η

−i )+(1−δ )−vµ(hT |ω)
i (s

µ∗
η

−i |hT )

≤
|A|T(1−δ T)(g−vω

i (s
µ∗

η
−i ))

δ TπT +(1−δ )
(
|A|
π

)T

.

From (23), we know thatvω
i (s

µ∗
η

−i )+1−δ ≥ vω
i (sµ∗

−i ), and thus

vω
i (sµ∗

−i )−vµ(hT |ω)
i (s

µ∗
η

−i |hT ) ≤
|A|T(1−δ T)(g−vω

i (s
µ∗

η
−i ))

δ TπT +(1−δ )
(
|A|
π

)T

.

By the definition ofµ∗, the left-hand side is positive. Note also thatvω
i (s

µ∗
η

−i )≥−g.

Hence the result follows. Q.E.D.
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The second statement in the above lemma ensures that playeri’s maximal

payoff given the initial priorµ(hT |ω) and the opponents’ strategys
µ(hT |µ∗

η )
−i is

close to the valuevi(s
µ∗

−i ). The next lemma shows that the same is true even if the

initial prior µ(hT |ω) is replaced withω̃ ∈ Ω∗. LetC′ = C
πT andC̃′ = C̃

πT .

Lemma 31. For eachω̃ ∈ Ω∗,∣∣∣∣vi(s
µ∗

−i )−vω̃
i (s

µ(hT |µ∗
η )

−i )
∣∣∣∣ ≤ 1−δ T

δ T C′ +(1−δ )C̃′

Proof. Pick an arbitraryω̃ ∈ Ω∗. Then we have

vµ(hT |ω)
i (s

µ(hT |µ∗
η )

−i )

= ∑
ω̂∈Ω

µ(hT |ω)[ω̂ ]vω̂
i (δ ,s∗i |hT ,s

µ(hT |µ∗
η )

−i )

≤ µ(hT |ω)[ω̃ ]vω̃
i (δ ,s∗i |hT ,s

µ(hT |µ∗
η )

−i )+(1−µ(hT |ω)[ω̃ ])vi(s
µ∗

−i ).

Here the equality follows fromvµ(hT |ω)
i (s

µ(hT |µ∗
η )

−i ) = vµ(hT |ω)
i (δ ,s∗i |hT ,s

µ(hT |µ∗
η )

−i ),

and the inequality fromvω̂
i (δ ,s∗i |hT ,s

µ(hT |µ∗
η )

−i ) ≤ vi(s
µ∗

−i ). Arranging,

µ(hT |ω)[ω̃]
(

vi(s
µ∗

−i )−vω̃
i (δ ,s∗i |hT ,s

µ(hT |µ∗
η )

−i )
)
≤ vi(s

µ∗

−i )−vµ(hT |ω)
i (s

µ(hT |µ∗
η )

−i ).

The term in the parenthesis in the left-hand side is non-negative. Similarly, the

right-hand side is non-negative. Hence

∣∣∣∣vi(s
µ∗

−i )−vω̃
i (δ ,s∗i |hT ,s

µ(hT |µ∗
η )

−i )
∣∣∣∣ ≤

∣∣∣∣vi(s
µ∗

−i )−vµ(hT |ω)
i (s

µ(hT |µ∗
η )

−i )
∣∣∣∣

µ(hT |ω)[ω̃]
.

Usingµ(hT |ω)[ω̃ ] ≥ πT and Lemma 30,∣∣∣∣vi(s
µ∗

−i )−vω̃
i (δ ,s∗i |hT ,s

µ(hT |µ∗
η )

−i )
∣∣∣∣ ≤ 1−δ T

δ T C′ +(1−δ )C̃′. (25)

Sincevω̃
i (s

µ(hT |µ∗
η )

−i ) is at leastvω̃
i (δ ,s∗i |hT ,s

µ(hT |µ∗
η )

−i ) but at mostvi(s
µ∗

−i ), the result

follows. Q.E.D.

The next lemma shows that the same result holds for all initial priorµ whose

support isΩ∗. The proof is identical with that of Lemma 24 and hence omitted.
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Lemma 32. For eachµ such thatµ(ω̃) = 0 for all ω̃ <Ω∗,∣∣∣∣vi(s
µ∗

−i )−vµ
i (s

µ(hT |µ∗
η )

−i )
∣∣∣∣ ≤ 1−δ T

δ T C′ +(1−δ )C̃′.

Letting µ = µ(hT |µ∗
η), the above lemma implies that the minimax payoff

given the initial priorµ(hT |µ∗
η) is close to the valuevi(s

µ∗

−i ); that is,∣∣∣∣vi(s
µ∗

−i )−v
µ(hT |µ∗

η )
i (s

µ(hT |µ∗
η )

−i )
∣∣∣∣ ≤ 1−δ T

δ T C′ +(1−δ )C̃′.

Now let µ be the prior which maximizes the minimax payoff. Note that such a

maximizer exists, because playeri’s payoff vµ
i (δ ,s) is continuous with respect to

µ and so is the minimax payoffvµ
i (δ ). By the definition ofµ, the minimax payoff

given µ is at least the minimax payoff given the priorµ(hT |µ∗
η) and at most the

valuevi(s
µ∗

−i ). Then from the above inequality, we obtain the following lemma,

which says that the minimax payoff givenµ is also close to the valuevi(s
µ∗

−i ):

Lemma 33. We have∣∣∣vi(s
µ∗

−i )−vµ
i (sµ

−i)
∣∣∣ ≤ 1−δ T

δ T C′ +(1−δ )C̃′.

Pick π∗ > 0 such that for each robustly globally accessible set,π∗ satisfies

the condition stated in the definition of robust global accessibility, and such that

for each strongly transient set,π∗ satisfies the condition stated in the definition of

strong transience.

Let µ be the prior which minimizes the minimax payoff, and letΩ be the sup-

port of µ. The setΩ is either robustly globally accessible or strongly transient. If

Ω is strongly transient, then there is a robustly globally accessible setΩ∗∗, a nat-

ural numberT̃, and a historyhT̃ such that the historyhT̃ happens with probability

at leastπ∗ given the initial priorµ and the profilesµ , and such that the support of

the posterior in period̃T + 1 induced by the initial priorµ and the historyhT̃ is

Ω∗∗. Pick suchΩ∗∗, T̃, andhT̃ , and letµ∗∗ be the posterior induced byµ andhT̃ .

If Ω is robustly globally accessible, then setΩ∗∗ = Ω, T̃ = 0, andµ∗∗ = µ.

The following lemma shows that the minimax payoffs forµ andµ∗∗ are close.

Let C′′ = 2g
π∗ .

70



Lemma 34. We have ∣∣∣vµ∗∗

i (sµ∗∗

−i )−v
µ
i (s

µ
−i)

∣∣∣ ≤ 1−δ T̃

δ T̃
C′′.

Proof. When the setΩ is robustly globally accessible, the proof is obvious. When

Ω is strongly transient, the proof is identical with that of Lemma 22. Replace

λ · vω(δ ,sω) in Lemma 22 withv
µ
i (s

µ
−i), λ · vµ(y1,··· ,yT)(δ ,sµ(y1,··· ,yT)) with λ ·

vω(δ ,sω), and(y1, · · · ,yT) with hT̃ , respectively. Q.E.D.

SinceΩ∗∗ is robustly globally accessible, for any initial priorµ, there is an ac-

tion sequencea−i(µ) = (a1
−i(µ), · · · ,a4|Ω|

−i (µ)) such that for any playeri’s strategy

si , there is a natural numberT ≤ 4|Ω| such that afterT periods, the support of the

posterior is equal toΩ∗∗ with probability at leastπ∗. Note also that this posterior

belief puts at least̂π∗ on each stateω ∈ Ω∗∗, as the following lemma shows.

Lemma 35. If a subsetΩ∗∗ is robustly globally accessible, then there isπ∗ >

0 such that for any initial priorµ and for any i, there is an action sequence

(a1
−i , · · · ,a4|Ω|

−i ) such that for any player i’s strategy si , there is a natural number

T ≤ 4|Ω| and a beliefµ̃ such that

Pr(µT+1 = µ̃|µ,a1, · · · ,aT) ≥ π∗

and such that̃µ(ω) ≥ 1
|Ω|π

4|Ω|
for all ω ∈ Ω∗∗ and µ̃(ω) = 0 for otherω .

Proof. Like global accessibility, there is an alternative definition of robust global

accessibility; a setΩ∗∗ is robustly globally accessible if for each stateω ∈Ω, there

is an action sequence(a1
−i , · · · ,a4|Ω|

−i ) such that for anysi , there is a natural number

T ≤ 4|Ω| and a signal sequence(y1, · · · ,yT) such that the following properties are

satisfied:

(i) If the initial state isω, playeri playssi , and the opponents play(a1
−i , · · · ,aT

−i),
then the sequence(y1, · · · ,yT) realizes with positive probability.

(ii) If player i plays si , the opponents play(a1
−i , · · · ,aT

−i), and the signal se-

quence(y1, · · · ,yT) realizes, then the state in periodT +1 must be in the set

Ω∗∗, regardless of the initial statêω (possiblyω̂ , ω).
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(iii) If the initial state isω, playeri playssi , the opponents play(a1
−i , · · · ,aT

−i),
and the signal sequence(y1, · · · ,yT) realizes, then the support of the belief

in periodT +1 is the setΩ∗.

To prove the lemma, fix an arbitrary priorµ. Pick ω such thatµ(ω) ≥ 1
|Ω| , and

then choose(a1
−i , · · · ,a4|Ω|

−i ) as in the above definition. Then for eachsi , choose

T and (y1, · · · ,yT) as in the above definition. Let̃µ be the posterior belief in

periodT + 1 given the initial priorµ, playeri’s strategysi , the opponents’ play

(a1
−i , · · · ,aT

−i), and the signal sequence(y1, · · · ,yT). From (ii), µ̃(ω) = 0 for other

ω . Also from (iii), µ̃(ω) ≥ 1
|Ω|π

4|Ω|
for all ω ∈ Ω∗∗. Q.E.D.

Now assume that the initial prior isµ and players−i play the following strat-

egy s∗∗−i : Let ∆∗∗ denote the set of beliefsµ such thatµ(ω) ≥ 1
|Ω|π

4|Ω|
for all

ω ∈ Ω∗∗ andµ(ω) = 0 for otherω.

• Let µ(1) = µ.

• Play the action sequencea−i(µ(1)) for the first 4|Ω| periods, unless the pos-

terior belief reaches the set∆∗∗.

• If the posterior belief satisfiesµ t ∈ ∆∗∗ in some periodt ≤ 4|Ω| + 1, then

stop playinga−i(µ(1)) and switch the play immediately tosµ∗∗

−i in the rest of

the game.

• If not, play the action sequencea−i(µ(2)) for the next 4|Ω| periods. where

µ(2) is the posterior belief in period 4|Ω| +1.

• If the posterior belief satisfiesµ t ∈ ∆∗∗ in some periodt ≤ 2 ·4|Ω| +1, then

switch the play immediately tosµ∗∗

−i in the rest of the game.

• And so on.

Let vµ
i (s∗∗−i) be playeri’s payoff when the initial prior isµ, the opponents play

s∗∗−i , and playeri plays a best reply. Note that after the switch tosµ∗∗

−i , player

i’s continuation payoff is equal tovµ
i (sµ∗∗

−i ) whereµ is the posterior belief when

the switch happens. Since this switch eventually happens with probability one,

the overall payoffvµ
i (s∗∗−i) cannot be significantly greater than the valuev∗∗i =

maxµ∈∆∗∗ vµ
i (sµ∗∗

−i ). Formally, we have the following lemma.
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Lemma 36. vµ
i (s∗∗−i) ≤ v∗∗i +(1−δ 4|Ω|

)2g.

Proof. The proof is very similar to that of Lemma 25. Letρ t denote the probabil-

ity that the switch tosµ∗∗

−i does not happen until the end of periodt. Let ρ0 = 1.

Then we have

vµ
i (s∗∗−i) ≤

∞

∑
t=1

δ t−1{
ρ t−1g+(1−ρ t−1)v∗∗i

}
.

Recall that the length of the action sequencea−i(µ) is at most 4|Ω| for each

µ, and that the probability that the action sequencea−i(µ) does not induce the

switch tos∗ is at most 1−π∗. Hence we have

ρn4|Ω|+k ≤ (1−π∗)n

for eachn = 0,1, · · · and k ∈ {0, · · · ,4|Ω| − 1}. This inequality, together with

g≥ v∗∗i , implies that

ρn4|Ω|+kg+(1−ρn4|Ω|+k)v∗∗i ≤ (1−π∗)ng+{1− (1−π∗)n}v∗∗i

for eachn = 0,1, · · · andk ∈ {0, · · · ,4|Ω|−1}. Plugging this inequality into the

first one, we obtain

vµ
i (s∗∗−i) ≤ (1−δ )

∞

∑
n=1

4|Ω|

∑
k=1

δ (n−1)4|Ω|+k−1

[
(1−π∗)n−1g

+{1− (1−π∗)n−1}v∗∗i

]
.

Then as in the proof of Lemma 25, the standard algebra shows

vµ
i (s∗∗−i) ≤

(1−δ 4|Ω|
)g

1− (1−π∗)δ 4|Ω| +
δ 4|Ω|π∗

1− (1−π∗)δ 4|Ω| v
∗∗
i .

Since δ 4|Ω|π∗

1−(1−π∗)δ 4|Ω| = 1− 1−δ 4|Ω|

1−(1−π∗)δ 4|Ω| , we have

vµ
i (s∗∗−i) ≤ v∗∗i +

1−δ 4|Ω|

1− (1−π∗)δ 4|Ω| (g−v∗∗i ).

Since 1− (1− π∗)δ 4|Ω|
> 1− (1− π∗) = π∗ and v∗∗i ≥ −g, the result follows.

Q.E.D.
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From Lemma 36 and the fact thatvµ
i (s∗∗−i) is at least the minimax payoff

vµ
i (sµ

−i), we have

vµ
i (sµ

−i) ≤ v∗∗i +(1−δ 4|Ω|
)2g.

This, together with Lemma 33, implies that

vi(s
µ∗

−i ) ≤ v∗∗i +(1−δ 4|Ω|
)2g+

1−δ T

δ T C′ +(1−δ )C̃′.

On the other hand, by the definition, we know thatv∗∗i ≤ vi(s
µ∗

−i ). Hence∣∣∣vi(s
µ∗

−i )−v∗∗i

∣∣∣ ≤ 1−δ T

δ T C′ +(1−δ )C̃′ +(1−δ 4|Ω|
)2g.

Let µ̂ be a solution to maxµ∈∆∗∗ vµ
i (sµ∗∗

−i ). The inequality here says that playeri’s

best possible payoff given the initial priorµ̂ and the opponents’ strategysµ∗∗

−i is

close to the valuevi(s
µ∗

−i ). That is,∣∣∣vi(s
µ∗

−i )−vµ̂
i (sµ∗∗

−i )
∣∣∣ ≤ 1−δ T

δ T C′ +(1−δ )C̃′ +(1−δ 4|Ω|
)2g.

The following lemma shows that the same result holds even if we replace the

initial prior µ̂ with ω̃ ∈ Ω∗∗. LetC′′′ = C′|Ω|
π4|Ω| , C̃′′′ = C̃′|Ω|

π4|Ω| , andĈ = 2g|Ω|
π4|Ω|

Lemma 37. For anyω̃ ∈ Ω∗∗,∣∣∣vi(s
µ∗

−i )−vω̃
i (sµ∗∗

−i )
∣∣∣ ≤ 1−δ T

δ T C′′′ +(1−δ )C̃′′′ +(1−δ 4|Ω|
)Ĉ.

Proof. The proof is very similar to that of Lemma 31. Replacevω̃
i (s

µ(hT |µ∗
η )

−i ) in

Lemma 31 withvω̃
i (sµ∗∗

−i ), vµ(hT |ω)
i (s

µ(hT |µ∗
η )

−i ) with vµ̂
i (sµ∗∗

−i ). Q.E.D.

The next lemma shows that the same result holds for all initial priorµ whose

support isΩ∗∗. The proof is identical with that of Lemma 24 and hence omitted.

Lemma 38. For anyµ with µ(ω̃) = 0 with ω̃ <Ω∗∗,∣∣∣vi(s
µ∗

−i )−vµ
i (sµ∗∗

−i )
∣∣∣ ≤ 1−δ T

δ T C′′′ +(1−δ )C̃′′′ +(1−δ 4|Ω|
)Ĉ.
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Letting µ = µ∗∗, the above lemma implies that the minimax payoff given the

initial prior µ∗∗ is close tovi(s
µ∗

−i ). (More precisely, the difference between the two

values is of order 1−δ .) Then from Lemma 34, we can conclude that the minimal

minimax payoffv
µ
i (s

µ
−i) is also close tovi(s

µ∗

−i ). This, together with Lemma 33,

implies clause (i).

To prove clause (ii), letµ∗∗∗ = ( 1
|Ω| , · · · ,

1
|Ω|). The discussion above shows

that the difference betweenvi(s
µ∗

−i ) and the minimax payoffvµ∗∗∗

i (sµ∗∗∗

−i ) is of or-

der 1− δ . Then as in the proof of Lemma 37, we can show that the difference

betweenvi(s
µ∗

−i ) and the payoffvω
i (sµ∗∗∗

−i ) is of order 1− δ for all ω , and that the

difference betweenvi(s
µ∗

−i ) and the payoffvω
i (sµ∗∗∗

) is of order 1− δ for all ω.

(The derivation of the latter result is identical with the one for the derivation of

(25).) Then as in Lemma 38, we can prove that bothvµ
i (sµ∗∗∗

−i ) andvµ
i (sµ∗∗∗

) are

close tovi(s
µ∗

−i ) for eachµ. Since the minimax payoffvµ
i (sµ

−i) is close tovi(s
µ∗

−i )
for eachµ, clause (ii) holds by settings= sµ∗∗∗

.

E.10 Proof of Lemma 13

Very similar to that of Lemma 9. Here we use Lemma 12 instead of Lemma 8.

E.11 Proof of Lemma 14

Take an arbitrary singleton set{ω} which is not asymptotically accessible. It is

sufficient to show that this set{ω} is asymptotically transient.

Take an arbitrary pure strategys∈ S∗. Suppose that the initial prior assigns

probability one onω and that the strategys is played. Take an arbitrary history

h2|Ω|+1
with length 2|Ω|+1 which can happen with positive probability. Given this

historyh2|Ω|+1
and the initial stateω, we can compute the posterior beliefµ t for

each periodt ∈ {1, · · · ,2|Ω|+1 + 1}. Let Ωt be the support of the beliefµ t in

period t. SinceΩ is finite, there must bet and t̃ , t such thatΩt = Ωt̃ . Pick

sucht and t̃, and without loss of generality, assume thatt ≤ 2|Ω| and t̃ ≤ 2|Ω|+1.

Let (â1, · · · , ât̃−t) be the action sequence chosen from periodt to period t̃ − 1,

according to the historyh2|Ω|+1
. Also, let Ω∗ = Ωt = Ωt̃ . Since signals do not

reveal the state, if the support of the initial prior isΩ∗ and players play the se-

quence(â1, · · · , ât̃−t) repeatedly, then the support of the posterior belief after pe-
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riod n(t̃ − t) is also in the setΩ∗ for each natural numbern, regardless of the

realized signal sequence.

Recall that our goal is to prove asymptotic transience of{ω}. For this, it

is sufficient to show that the setΩ∗ is asymptotically accessible; that is, given

any initial prior µ, there is an action sequence and a signal sequence so that the

posterior belief puts probability at least 1− ε on Ω∗. To prove this, the following

two lemmas are useful. The first lemma shows that there isq > 0 such that given

any initial prior µ, there is an action sequence and a signal sequence so that the

posterior belief puts probability at leastq on Ω∗. Then the second lemma shows

that from such a belief (i.e., a belief which puts probability at leastq on Ω∗), we

can reach some posterior belief which puts probability at least 1− ε on Ω∗, by

letting players play(â1, · · · , ât̃−t) repeatedly.

Lemma 39. There is q> 0 such that for each initial priorµ, there is a natural

number T≤ |Ω| and an action sequence(ã1, · · · , ãT),

Pr(µT+1 = µ̃|µ, ã1, · · · , ãT) ≥ π |Ω|

|Ω|

for someµ̃ with ∑ω̃∈Ω∗ µ̃(ω̃) ≥ q.

Proof. Since the state evolution is irreducible, for each initial stateω̂ ∈ Ω, there is

a natural numberT ≤ |Ω|, an action sequence(ã1, · · · , ãT), and a signal sequence

(y1, · · · ,yT) such that

∑
ωT+1∈Ω∗

Pr(y1, · · · ,yT ,ωT+1|ω̂ , ã1, · · · , ãT) ≥ πT .

That is, if the initial state isω̂ and players play(ã1, · · · , ãT), then the state in

periodT +1 can be in the setΩ∗ with positive probability. Let

q(ω̂) = ∑ωT+1∈Ω∗ Pr(y1, · · · ,yT ,ωT+1|ω̂, ã1, · · · , ãT)
|Ω|maxω̃∈Ω Pr(y1, · · · ,yT |ω̃, ã1, · · · , ãT)

.

Here we writeq(ω̂), because the right-hand side depends on the choice of(ã1, · · · , ãT)
and (y1, · · · ,yT), which in turn depends on the choice ofω̂. By the definition,

q(ω̂) > 0 for eachω̂. Let q = minω̂∈Ω q(ω̂) > 0.

In what follows, we will show that thisq satisfies the property stated in the

lemma. Pickµ arbitrarily, and then pick̂ω with µ(ω̂) ≥ 1
|Ω| arbitrarily. Choose
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T, (ã1, · · · , ãT), and(y1, · · · ,yT) as stated above. Let̃µ be the posterior belief

after(ã1, · · · , ãT) and(y1, · · · ,yT) given the initial priorµ. Then

∑
ω̃∈Ω∗

µ̃(ω̃) = ∑ω1∈Ω ∑ωT+1∈Ω∗ µ(ω1)Pr(y1, · · · ,yT ,ωT+1|ω1, ã1, · · · , ãT)
∑ω1∈Ω µ(ω1)Pr(y1, · · · ,yT |ω1, ã1, · · · , ãT)

≥ ∑ωT+1∈Ω∗ µ(ω̂)Pr(y1, · · · ,yT ,ωT+1|ω̂, ã1, · · · , ãT)
∑ω1∈Ω µ(ω1)Pr(y1, · · · ,yT |ω1, ã1, · · · , ãT)

≥ q(ω̂) ≥ q.

Also, the above belief̃µ realizes with probability

Pr(y1, · · · ,yT |µ, ã1, · · · , ãT) ≥ µ(ω̂)Pr(y1, · · · ,yT |ω̂, ã1, · · · , ãT) ≥ πT

|Ω|
≥ π |Ω|

|Ω|
,

as desired. Q.E.D.

To simplify the notation, let̂a(n) be the action sequence which consists ofn

cycles of(â1, · · · , ât̃−t), that is,

â(n) = (â1, · · · , ât̃−t , â1, · · · , ât̃−t , · · · , â1, · · · , ât̃−t).

Lemma 40. For eachε > 0 and q> 0, there is a natural number n andπ∗∗ > 0

such that for each initial priorµ with ∑ω̃∈Ω∗ µ(ω̃) ≥ q, there is some belief̃µ
with ∑ω̃∈Ω∗ µ̃(ω̃) ≥ 1− ε such that

Pr(µn(t̃−t)+1 = µ̃|µ, â(n)) > π∗∗.

Proof. If Ω∗ is the whole state space, the result holds obviously. So we assume

that Ω∗ is a proper subset ofΩ. With an abuse of notation, let△Ω∗ be the set

of all priors µ ∈ △Ω which puts probability one onΩ∗; i.e., △Ω∗ is the set of

all µ such that∑ω̃∈Ω∗ µ(ω̃) = 1. Likewise, let△(Ω\Ω∗) be the set of all priors

µ ∈△Ω which puts probability zero onΩ∗.

Let Pr(·|ω, â1, · · · , ât̃−t) be the probability distribution of(y1, · · · ,yt̃−t) in-

duced by the initial stateω and the action sequence(â1, · · · , ât̃−t). Similarly, let

Pr(·|µ, â1, · · · , ât̃−t) be the distribution when the initial prior isµ. Since the signal

distributions{πω
Y (a)|ω ∈ Ω} are linearly independent fora= â1, the distributions

{Pr(·|ω, â1, · · · , ât̃−t)|ω ∈ Ω} are also linearly independent. Hence the convex

hull of {Pr(·|ω, â1, · · · , ât̃−t)|ω ∈ Ω∗} and that of{Pr(·|ω, â1, · · · , ât̃−t |ω < Ω∗}
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do not intersect. Letκ > 0 be the distance between these convex hulls. Then for

eachµ ∈△Ω∗ andµ ∈△(Ω\Ω∗),∣∣∣Pr(·|µ, â1, · · · , ât̃−t)−Pr(·|µ, â1, · · · , ât̃−t)
∣∣∣ ≥ κ.

This implies that there is̃π ∈ (0,1) such that for eachµ ∈ △Ω∗ andµ ∈ △(Ω \
Ω∗), there is a signal sequence(y1, · · · ,yt̃−t) such that

Pr(y1, · · · ,yt̃−t |µ, â1, · · · , ât̃−t) ≥ Pr(y1, · · · ,yt̃−t |µ, â1, · · · , ât̃−t)+ π̃. (26)

Pick such a number̃π ∈ (0,1).
Chooseε > 0 andq > 0 arbitrarily, and letn be a natural number such that(

1
1− π̃

)n q
1−q

≥ 1− ε
ε

. (27)

Sinceπ̃ ∈ (0,1), the existence ofn is guaranteed. In what follows, we will show

that thisn andπ∗∗ = (qπ̃)n satisfy the condition stated in the lemma.

Pick µ such that∑ω̃∈Ω∗ µ(ω̃) ≥ q, and letµ ∈ △Ω∗ be such thatµ(ω) =
µ(ω)

∑ω̃∈Ω∗ µ(ω̃) for eachω ∈Ω∗ andµ(ω)= 0 for ω <Ω∗. Likewise, letµ ∈△(Ω\Ω∗)

be such thatµ(ω) = µ(ω)
∑ω̃<Ω∗ µ(ω̃) for eachω <Ω∗ andµ(ω) = 0 for ω ∈Ω∗. Choose

(y1, · · · ,yt̃−t) so that (26) holds for thisµ andµ. Let µ̂ be the posterior belief in

periodt̃ − t +1 when the initial prior isµ, players play(â1, · · · , ât̃−t) and observe

(y1, · · · ,yt̃−t).
By the definition ofΩ∗, if the initial state is in the setΩ∗ and players play

(â1, · · · , ât̃−t), then the state in period̃t − t + 1 must be in the setΩ∗. (To see

this, suppose not and the state in periodt̃ − t + 1 can beω̃ < Ω∗ with positive

probability. Then, since signals do not reveal the current or next state, the setΩt̃

must containω̃, implying thatΩt̃ ,Ω∗. This is a contradiction.) That is, we must

have

Pr(y1, · · · ,yt̃−t ,ω t̃−t+1|ω1, â1, · · · , ât̃−t) = 0 (28)
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for all ω1 ∈ Ω∗ andω t̃−t+1 <Ω∗. Then we have

∑ω̃∈Ω∗ µ̂(ω̃)
∑ω̃<Ω∗ µ̂(ω̃)

=
∑ω1∈Ω ∑ω t̃−t+1∈Ω∗ µ(ω1)Pr(y1, · · · ,yt̃−t ,ω t̃−t+1|ω1, â1, · · · , ât̃−t)
∑ω1∈Ω ∑ω t̃−t+1<Ω∗ µ(ω1)Pr(y1, · · · ,yt̃−t ,ω t̃−t+1|ω1, â1, · · · , ât̃−t)

≥ ∑ω1∈Ω∗ ∑ω t̃−t+1∈Ω∗ µ(ω1)Pr(y1, · · · ,yt̃−t ,ω t̃−t+1|ω1, â1, · · · , ât̃−t)
∑ω1∈Ω ∑ω t̃−t+1<Ω∗ µ(ω1)Pr(y1, · · · ,yt̃−t ,ω t̃−t+1|ω1, â1, · · · , ât̃−t)

=
∑ω1∈Ω∗ ∑ω t̃−t+1∈Ω µ(ω1)Pr(y1, · · · ,yt̃−t ,ω t̃−t+1|ω1, â1, · · · , ât̃−t)
∑ω1<Ω∗ ∑ω t̃−t+1<Ω∗ µ(ω1)Pr(y1, · · · ,yt̃−t ,ω t̃−t+1|ω1, â1, · · · , ât̃−t)

≥ ∑ω1∈Ω∗ ∑ω t̃−t+1∈Ω µ(ω1)Pr(y1, · · · ,yt̃−t ,ω t̃−t+1|ω1, â1, · · · , ât̃−t)
∑ω1<Ω∗ ∑ω t̃−t+1∈Ω µ(ω1)Pr(y1, · · · ,yt̃−t ,ω t̃−t+1|ω1, â1, · · · , ât̃−t)

= ∑ω1∈Ω∗ µ(ω1)Pr(y1, · · · ,yt̃−t |ω1, â1, · · · , ât̃−t)
∑ω1<Ω∗ µ(ω1)Pr(y1, · · · ,yt̃−t |ω1, â1, · · · , ât̃−t)

=
Pr(y1, · · · ,yt̃−t |µ, â1, · · · , ât̃−t)∑ω̃∈Ω∗ µ(ω̃)
Pr(y1, · · · ,yt̃−t |µ, â1, · · · , ât̃−t)∑ω̃<Ω∗ µ(ω̃)

.

Here, the second equality comes from (28). Since(y1, · · · ,yt̃−t) satisfies (26), we

have

Pr(y1, · · · ,yt̃−t |µ, â1, · · · , ât̃−t)
Pr(y1, · · · ,yt̃−t |µ, â1, · · · , ât̃−t)

≥ 1
1− π̃

.

Applying this inequality to the previous one, we obtain

∑ω̃∈Ω∗ µ̂(ω̃)
∑ω̃<Ω∗ µ̂(ω̃)

≥ 1
1− π̃

· ∑ω̃∈Ω∗ µ(ω̃)
∑ω̃<Ω∗ µ(ω̃)

.

Since 1
1−π̃ > 1, this inequality implies that the likelihood ofΩ∗ induced by the

posterior beliefµ̂ is greater than the likelihood ofΩ∗ induced by the initial prior

µ. Note also that such a posterior beliefµ̂ realizes with probability at leastqπ̃,

since (26) implies

Pr(y1, · · · ,yt̃−t |µ, â1, · · · , ât̃−t) ≥ qPr(y1, · · · ,yt̃−t |µ, â1, · · · , ât̃−t) ≥ qπ̃.

In sum, we have shown that given any initial priorµ with ∑ω̃∈Ω∗ µ(ω̃) ≥ q, if

players play the action sequence(â1, · · · , ât̃−t), then with probability at leastqπ̃,

the posterior beliefµ t̃−t+1 satisfies

∑ω̃∈Ω∗ µ t̃−t+1(ω̃)
∑ω̃<Ω∗ µ t̃−t+1(ω̃)

≥ 1
1− π̃

· ∑ω̃∈Ω∗ µ(ω̃)
∑ω̃<Ω∗ µ(ω̃)

. (29)
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Now suppose that we are in periodt̃ − t + 1 and the posterior beliefµ t̃−t+1

satisfies (29). Note that (29) implies∑ω∈Ω∗ µ t̃−t+1(ω) ≥ q, and hence we can

apply the above argument once again; that is, we can show that if players play the

action sequence(â1, · · · , ât̃−t) again for the next̃t−t periods, then with probability

at leastqπ̃, the posterior beliefµ2(t̃−t)+1 satisfies

∑ω̃∈Ω∗ µ2(t̃−t)+1(ω̃)
∑ω̃<Ω∗ µ2(t̃−t)+1(ω̃)

≥ 1
1− π̃

· ∑ω̃∈Ω∗ µ̂(ω̃)
∑ω̃<Ω∗ µ̂(ω̃)

≥
(

1
1− π̃

)2

· ∑ω̃∈Ω∗ µ(ω̃)
∑ω̃<Ω∗ µ(ω̃)

.

Iterating this argument, we can prove the following statement: Given that the

initial prior is µ, if players play the action sequenceâ(n), then with probability at

leastπ∗∗ = (qπ̃)n, the posterior beliefµn(t̃−t)+1 satisfies

∑ω̃∈Ω∗ µn(t̃−t)+1(ω̃)
∑ω̃<Ω∗ µn(t̃−t)+1(ω̃)

≥
(

1
1− π̃

)n

· ∑ω̃∈Ω∗ µ(ω̃)
∑ω̃<Ω∗ µ(ω̃)

.

Plugging (27) and∑ω̃∈Ω∗ µ(ω̃)
∑ω̃<Ω∗ µ(ω̃) ≥

q
1−q into this,

∑ω̃∈Ω∗ µn(t̃−t)+1(ω̃)
∑ω̃<Ω∗ µn(t̃−t)+1(ω̃)

≥ 1− ε
ε

.

This implies that the posterior belief puts probability at least 1− ε on Ω∗, as

desired. Q.E.D.

Fix ε > 0 arbitrarily. Chooseq as stated in Lemma 39, and then choosen and

π∗∗ as stated in Lemma 40. Then the above two lemmas ensure that given any

initial prior µ, there is an action sequence with lengthT∗ ≤ |Ω|+ n(t̃ − t) such

that with probability at leastπ∗ = π |Ω|π∗∗

|Ω| , the posterior belief puts probability at

least 1− ε on Ω∗. Since the bounds|Ω|+n(t̃ − t) andπ∗∗ do not depend on the

initial prior µ, this shows thatΩ∗ is asymptotically accessible, and hence{ω} is

asymptotically transient.

E.12 Proof of Lemma 15

Fix δ andλ . Let sµ andω be as in the proof of Lemma 5. We first prove the

following lemma, which says that if two initial priorsµ andµ̃ are close, then the

corresponding scores are also close.
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Lemma 41. For anyε ∈ (0, 1
|Ω|), µ, andµ̃ with maxω̃∈Ω |µ(ω̃)− µ̃(ω̃)| ≤ ε,∣∣∣λ ·vµ(δ ,sµ)−λ ·vµ̃(δ ,sµ̃)

∣∣∣ ≤ εg|Ω|.

Proof. Without loss of generality, assume thatλ ·vµ(δ ,sµ) ≥ λ ·vµ̃(δ ,sµ̃). Then∣∣∣λ ·vµ(δ ,sµ)−λ ·vµ̃(δ ,sµ̃)
∣∣∣ ≤ ∣∣∣λ ·vµ(δ ,sµ)−λ ·vµ̃(δ ,sµ)

∣∣∣
=

∣∣∣∣∣ ∑
ω̃∈Ω

µ(ω̃)λ ·vω̃(δ ,sµ)− ∑
ω̃∈Ω

µ̃(ω̃)λ ·vω̃(δ ,sµ)

∣∣∣∣∣
≤ ∑

ω̃∈Ω
λ ·vω̃(δ ,sω̃) |µ(ω̃)− µ̃(ω̃)| .

Sinceλ ·vω̃(δ ,sω̃) ≤ g and|µ(ω̃)− µ̃(ω̃)| ≤ ε, the result follows. Q.E.D.

Since there are only finitely many subsetsΩ∗ ⊂Ω, there isπ̃∗ > 0 such that for

each asymptotically transientΩ∗, π̃∗ satisfies the condition stated in the definition

of asymptotic transience. Pick suchπ̃∗ > 0.

Pickε ∈ (0, 1
|Ω|) arbitrarily. Then there is a natural numberT andπ∗ > 0 such

that for each asymptotically accessibleΩ∗, T andπ∗ satisfy the condition stated

in the definition of asymptotically accessibility, and such that for each asymptoti-

cally transientΩ∗, T satisfies the condition stated in the definition of asymptotic

transience. Pick suchT andπ∗ > 0.

Since the game is asymptotically connected,{ω} is either asymptotically ac-

cessible or asymptotically transient. When it is asymptotically transient, there is

an asymptotically accessible setΩ∗, a natural numberT∗ ≤ T, and a signal se-

quence(y1, · · · ,yT∗
) such that if the initial state isω and players playsω , then

the signal sequence(y1, · · · ,yT∗
) appears with positive probability and the result-

ing posterior beliefµ(y1, · · · ,yT∗
) satisfies∑ω̃∈Ω∗ µ(y1, · · · ,yT∗

)[ω̃ ] ≥ 1− ε and

µ(y1, · · · ,yT∗
)[ω̃] ≥ π̃∗ for all ω̃ ∈ Ω∗. Take suchΩ∗, T∗, and(y1, · · · ,yT∗

). Let

π(y1, · · · ,yT∗
) be the probability that the signal sequence(y1, · · · ,yT∗

) happens

given the initial stateω and the strategy profilesω , and letµ∗ = µ(y1, · · · ,yT∗
) be

the resulting posterior belief. Since(y1, · · · ,yT∗
) is induced by the initial stateω

and the pure strategysω , we haveπ(y1, · · · ,yT∗
) ≥ πT∗

.

When{ω} is asymptotically accessible, letΩ∗ = {ω}, T∗ = 0, andµ∗ ∈△Ω
with µ∗(ω) = 1.
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Let C(T) = 2g
πT∗ andC(T) = 2g

πT . Since Lemma 22 holds, we have

∣∣∣λ ·vω(δ ,sω)−λ ·vµ∗
(δ ,sµ∗

)
∣∣∣ ≤ 1−δ T∗

δ T∗ C(T∗) ≤ 1−δ T

δ T C(T). (30)

That is, the score with the initial priorµ∗ is close to the maximal score, whenδ is

close to one. (Recall thatT andC(T) depends onε but not onδ .)

Note that the beliefµ∗ approximates some belief whose support isΩ∗, that is,

∑ω̃∈Ω∗ µ∗[ω̃ ] ≥ 1− ε. Note also thatµ∗[ω̃] ≥ π̃∗ for all ω̃ ∈ Ω∗. Hence there is a

belief µ̃∗ whose support isΩ∗ such thatµ̃∗[ω̃] ≥ π̃∗ for all ω̃ ∈ Ω∗, and such that

µ̃∗ is ε-close toµ∗ in that max̃ω∈Ω |µ∗(ω̃)− µ̃∗(ω̃)| ≤ ε. Lemma 41 implies that

these two beliefsµ∗ andµ̃∗ induce similar scores, that is,∣∣∣λ ·vµ∗
(δ ,sµ∗

)−λ ·vµ̃∗
(δ ,sµ̃∗

)
∣∣∣ ≤ εg|Ω|.

Plugging this into (30), we obtain the following lemma, which says that the score

with the initial prior µ̃∗ is close to the maximal score. Lets∗ = sµ̃∗
.

Lemma 42. We have∣∣∣λ ·vω(δ ,sω)−λ ·vµ̃∗
(δ ,s∗)

∣∣∣ ≤ 1−δ T

δ T C(T)+ εg|Ω|.

Recall that the support of̃µ∗ is Ω∗. The next lemma shows that the strategy

profile s∗ approximates the maximal score even if the initial state isω̃ ∈ Ω∗. Let

C = C(T)
π̃∗ .

Lemma 43. For eachω̃ ∈ Ω∗,∣∣∣λ ·vω(δ ,sω)−λ ·vω̃(δ ,s∗)
∣∣∣ ≤ 1−δ T

δ T C+
εg|Ω|

π̃∗ .

Proof. Very similar to that of Lemma 23. Specifically, replaceλ · vµ∗
(δ ,s∗) in

the proof of Lemma 23 withλ · vµ̃∗
(δ ,s∗). Use Lemma 42 instead of Lemma

22. Q.E.D.

The next lemma also shows that the strategy profiles∗ approximates the max-

imal score for any initial state isµ whose support isΩ∗. The proof is very similar

to that of Lemma 24 and hence omitted.
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Lemma 44. For eachµ such thatµ(ω̃) = 0 for all ω̃ <Ω∗,

|λ ·vω(δ ,sω)−λ ·vµ(δ ,s∗)| ≤ 1−δ T

δ T C+
εg|Ω|

π̃∗ .

The above lemma, together with Lemma 41, implies the following lemma: It

says that the strategy profiles∗ approximates the maximal score for any initial

prior µ which approximates some belief whose support isΩ∗.

Lemma 45. For eachµ such that∑ω̃∈Ω∗ µ(ω̃) ≥ 1− ε,

|λ ·vω(δ ,sω)−λ ·vµ(δ ,s∗)| ≤ 1−δ T

δ T C+
2εg|Ω|

π̃∗ .

Let µ∗∗ be such thatµ∗∗(ω) = 1
|Ω| for eachω. SinceΩ∗ is asymptotically

accessible, for any initial priorµ, there is a natural numberT(µ) ≤ T and an

action sequencea(µ) = (a1(µ), · · · ,aT(µ)(µ)) such that the probability that the

posterior beliefµT(µ)+1 satisfies∑ω̃∈Ω∗ µT(µ)+1(ω̃)≥ 1−ε is at leastπ∗. Lets∗∗

be the following strategy profile:

• Let µ(1) = µ∗∗.

• Players play the action sequencea(µ(1)) for the firstT(µ(1)) periods.

• If the posterior beliefµ(2) satisfies∑ω̃∈Ω∗ µ(2)(ω̃) ≥ 1− ε, then players

plays∗ in the continuation game.

• If not, players playa(µ(2)) for the nextT(µ(2)) periods.

• If the posterior beliefµ(3) satisfies∑ω̃∈Ω∗ µ(3)(ω̃) ≥ 1− ε, then players

plays∗ in the continuation game.

• And so on.

Let C̃ = 4g
π∗ . The following lemma is a counterpart to Lemma 25, which shows

that the strategys∗∗ can approximate the maximal score when the initial prior is

µ∗∗.

Lemma 46. We have∣∣∣λ ·vω(δ ,sω)−λ ·vµ∗∗
(δ ,s∗∗)

∣∣∣ ≤ 1−δ T

δ T C+(1−δ T)C̃+
2εg|Ω|

π̃∗ .
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Proof. The proof is essentially the same as that of Lemma 25; we simply replace

4|Ω| in the proof of Lemma 25 withT, and use Lemma 45 instead of Lemma

24. Q.E.D.

The next lemma extends the above one; it shows that the same result holds

regardless of the initial priorµ.

Lemma 47. For all µ ∈△Ω,

|λ ·vω(δ ,sω)−λ ·vµ(δ ,s∗∗)| ≤ 1−δ T

δ T C|Ω|+(1−δ T)C̃|Ω|+ 2εg|Ω|2

π̃∗ .

Proof. The proof is simply a combination of those of Lemmas 26 and 27. The

only difference is to use Lemma 46 instead of Lemma 25. Q.E.D.

From Lemma 47 and (11), we have

|λ ·vω(δ ,sω)−λ ·vµ(δ ,sµ)| ≤ 1−δ T

δ T C|Ω|+(1−δ T)C̃|Ω|+ 2εg|Ω|2

π̃∗ .

Note thatT andπ∗ depend onε but not onδ andλ . This in turn impliesC and

C̃ depend onε but not onδ andλ . Note also that̃π∗ does not depend onε, δ ,

or λ . Hence the above inequality implies that the left-hand side can be arbitrarily

small for allλ , if we takeε close to zero and then takeδ close to one. This proves

clause (i).

The proof of clause (ii) is similar to that of Lemma 5.

E.13 Proof of Lemma 17

Fix µ, s, λ , p, δ , andv as stated. Consider the gameΓ(µ,δ , p, w̃) with a function

w̃ such that ˜wi(ht) = ṽi for all i andht ; i.e., we consider the case in which players’

payoffs when the game terminates are constant. Let

ṽi =
vi − (1−δ )E

[
∑∞

t=1(δ p)t−1gωt

i (at)
∣∣∣µ,s

]
(1− p)∑∞

t=1 pt−1δ t .

Intuitively, we choose ˜vi in such a way that playeri’s expected payoff in the game

Γ(µ,δ , p, w̃) given the strategy profiles is equal tovi ; indeed, we have

(1−δ )E

[
∞

∑
t=1

(pδ )t−1gωt

i (at)

∣∣∣∣∣µ,s

]
+(1− p)

∞

∑
t=1

pt−1δ t ṽi = vi .
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Also, letvi(ai) denote playeri’s payoff when she makes a one-shot deviation toai

in period one.

Now letz1 : H1 → RN be such that

vi = vi(ai)+(1− p)δ ∑
y∈Y

πµ(y|ai ,s−i(h0))z1
i (ai ,s−i(h0),y)

for all ai ∈ Ai , and

λ ·z1(a,y) = 0

for all a ∈ A and y ∈ Y. The first equation implies that playeri is indifferent

over all actionsai in the first period of the gameΓ(µ,δ , p, w̃), if she can obtain

an additional “bonus payment”z1
i (a,y) when the game terminates at the end of

period one. The second equation implies that the bonus payment vectorz1(a,y)
is on the linear hyperplane tangential toλ . The existence of suchz1 comes from

the fact that actions are perfectly observable. The proof is very similar to that of

Lemmas 5.3 and 5.4 of FLM and hence omitted. Note also that for eachλ , we

can takeK̃ > 0 such that|z1(a,y)| < 1−δ
(1−pδ )(1−p)δ K̃ for all µ, δ , and p; this is

because|vi − vi(ai)| is at most 1−δ
1−pδ g. (Note that the term(1− p)∑∞

t=1 pt−1δ t ṽi

appears both invi andvi(ai), so that it cancels out when we compute the difference

vi −vi(ai).)
Similarly, for eachht , we will specify a functionzt+1 to provide appropriate

incentives in periodt +1 of the gameΓ(µ,δ , p, w̃). For each historyht , let vi(ht)
denote playeri’s continuation payoff afterht in the gameΓ(µ,δ , p, w̃) when play-

ers plays|ht . Also let vi(ht ,ai) denote her continuation payoff when she makes a

one-shot deviation toai in the next period. Letµ(ht) represent the posterior belief

afterht . Let zt+1 : Ht+1 → RN be such that

vi(ht) = vi(ht ,ai)+(1− p)δ ∑
y∈Y

πµ(ht)(y|ai ,s−i(ht))zt+1
i (ht ,(ai ,s−i(ht),y))

(31)

for all ht andai ∈ Ai , and

λ ·zt+1(ht ,(a,y)) = 0 (32)

for all a∈ A andy∈ Y. To see the meaning of (31), suppose that now we are in

periodt +1 of the gameΓ(µ,δ , p, w̃) and that the past history washt . (31) implies
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that playeri is indifferent over all actions in the current period if she can obtain

a bonus paymentzt+1
i (ht+1) when the game terminates at the end of periodt +1.

Also, (32) asserts that the bonus paymentzt+1(ht+1) is on the linear hyperplane

tangential toλ . Note that for eachλ , we can takeK̃ > 0 such that

|zt+1(ht)| < 1−δ
(1− pδ )(1− p)δ

K̃ (33)

for all ht , δ , and p. Here we can choosẽK uniformly in ht , since actions are

observable and there are only finitely many pure action profiles.

Now we construct the continuation payoff functionw. Let w : H → R be such

that

wi(ht) = ṽi +zt
i(h

t) (34)

for eachi, t ≥ 1, andht . That is, we consider the continuation payoff functionw

which gives the constant value ˜vi and the bonus paymentzt
i(h

t) to playeri when

the game terminates at the end of periodt. This continuation payoff function

makes playeri indifferent over all actions in each periodt, regardless of the past

history. (Note thatzt
i(h

t) does not influence playeri’s incentive in earlier periods

t̃ < t, since (31) implies that the expected value ofzt
i(h

t) conditional onht−1 is

equal to zero for allht−1 as long as playeri does not deviate in periodt.) Also,

the resulting payoff vector isv. Therefore clause (i) follows.

By the definition of ˜vi , we have

ṽi = vi −
1−δ

(1− p)δ
(vµ

i (pδ ,s)−vi). (35)

This, together with (32) and (34), proves clause (ii). Also, from (34) and (35), we

have

|v−w(ht)| ≤ 1−δ
(1− p)δ

|vµ(pδ ,s)−v|+ |zt(ht)|.

Then from (33),

|v−w(ht)| ≤ 1−δ
(1− p)δ

(
|vω(pδ ,s)−v|+ K̃

1− pδ

)
.

Sincev∈V, we have|vω(pδ ,s)−v| ≤ g. Hence, by lettingK > K̃
1−p +g, we have

clause (iii).
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E.14 Proof of Lemma 18

Fix p, s−i , µ, δ , v, andsi as stated. For eachj , i, let ṽ j , v j(ht), andv j(ht ,a j) be

as in the proof of Lemma 17. Then for eachht , let zt+1
j : Ht+1 → R be such that

v j(ht) = v j(ht ,a j)+(1− p)δ ∑
y∈Y

πµ(y|a j ,s− j(ht))zt+1
j (ht ,(a j ,s− j(ht)),y))

for all ht anda j ∈ A j , and let

w j(ht) = ṽ j +zt
j(h

t).

Then playerj ’s incentive constraints are satisfied.

Now, consider playeri’s continuation payoffwi . Let ṽi be as in the proof of

Lemma 17, and let

wi(ht) = ṽi

for all ht . With this constant continuation payoff, playeri’s incentive constraints

are satisfied becausesi is a best reply tos−i given initial prior µ and discount

factor pδ . Hence clause (i) follows. From (35), we have

wi(ht) = vi −
1−δ

(1− p)δ
(vµ

i (pδ ,s)−vi),

which proves clause (ii) follows. Also, lettingK > gi , we haveK > |vµ
i (pδ ,s)−vi |

so that clause (iii) follows.

E.15 Proof of Lemma 19

Fix W as stated, and takeε so that theε-neighborhood ofW is in the interior ofV∗.

Then from Lemma 10, there isp such that theε-neighborhood ofW is included

in the feasible payoff setVµ(p) and such thatvi − ε > vi(p) for all i andv∈W.

Then clauses (i) through (iii) hold.

E.16 Proof of Lemma 20

Fix W. Fix p ∈ (0,1) and ε̃ > 0, as stated in Lemma 19. (Here,ε̃ representsε
in Lemma 19.) Applying Lemmas 17 and 18 to the strategy profiles specified in

Lemma 19, it follows that there isδ ∈ (0,1) such that for eachλ , there isK̃λ > 0

such that for eachδ ∈ (δ ,1), µ, andv∈W, there is a strategy profilesv,λ ,δ ,µ and

a functionwv,λ ,δ ,µ such that
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(i) (sv,λ ,δ ,µ ,v) is enforced bywv,λ ,δ ,µ for (δ ,µ, p),

(ii) λ ·wv,λ ,δ ,µ(ht) ≤ λ ·v− (1−δ )ε̃
(1−p)δ for eacht andht , and

(iii) |v−wv,λ ,δ ,µ(ht)| < (1−δ )
(1−p)δ K̃λ for eacht andht .

Setε = ε̃
2(1−p) , and for eachλ , let Kλ = K̃λ

(1−p)δ
. Then it follows from (ii) and (iii)

thatwv,λ ,δ ,µ(ht) ∈ Gv,λ ,2ε ,Kλ ,δ for all t andht . The rest of the proof is the same as

that of Lemma 8 of Fudenberg and Yamamoto (2011b).

Appendix F: Existence of Maximizers

Lemma 48. For each initial prior µ, discount factorδ , and s−i ∈ S∗−i , player i’s

best reply si ∈ S∗i exists.

Proof. The formal proof is as follows. Pickµ, δ , ands−i ∈ S∗−i . With an abuse

of notation, letht = (aτ ,yτ)t
τ=1 denote a history with lengtht without informa-

tion about public randomization, and letl∞ be the set of all functions (bounded

sequences)f : H → R. For each functionf ∈ l∞, let T f be a function such that

(T f)(ht)= max
ai∈Ai

[
(1−δ )gµ̃(ht)

i (ai ,s−i(ht))+δ ∑
a−i∈A−i

∑
y∈Y

s−i(ht)[a−i ]π
µ̃(ht)
Y (y|a) f (ht ,a,y)

]

whereµ̃(ht) is the posterior belief ofω t+1 given the initial priorµ and the history

ht . Note thatT is a mapping froml∞ to itself, and thatl∞ with the sup norm is a

complete metric space. AlsoT is monotonic, since(T f)(µ) ≤ (T f̃ )(µ) for all µ
if f (µ)≤ f̃ (µ) for all µ. MoreoverT is discounting, because letting( f +c)(µ) =
f (µ)+ c, the standard argument shows thatT( f +c)(µ) ≤ (T f)(µ)+ δc for all

µ. Then from Blackwell’s theorem, the operatorT is a contraction mapping and

thus has a unique fixed pointf ∗. The corresponding action sequence is a best

reply tos−i . Q.E.D.

Lemma 49. maxv∈Vµ (δ ) λ ·v has a solution.

Proof. Identical with that of the previous lemma. Q.E.D.

Lemma 50. There is s−i which solvesmins−i∈S∗−i
maxsi∈S∗i

vµ
i (δ ,s).

88



Proof. The formal proof is as follows. Pickµ andδ , and letht andl∞ be as in the

proof of Lemma 48. For each functionf ∈ l∞, let T f be a function such that

(T f)(ht)= min
α−i∈× j,i△A j

max
ai∈Ai

[
(1−δ )gµ̃(ht)

i (ai ,α−i)+δ ∑
a−i∈A−i

∑
y∈Y

α−i(a−i)π
µ̃(ht)
Y (y|a) f (ht ,a,y)

]

whereµ̃(ht) is the posterior belief ofω t+1 given the initial priorµ and the history

ht . Note thatT is a mapping froml∞ to itself, and thatl∞ with the sup norm is a

complete metric space. AlsoT is monotonic, because iff (ht) ≤ f̃ (ht) for all ht ,

then we have

(T f)(ht) ≤ max
ai∈Ai

[
(1−δ )gµ̃(ht)

i (ai ,α−i)+δ ∑
a−i∈A−i

∑
y∈Y

α−i(a−i)π
µ̃(ht)
Y (y|a) f (ht ,a,y)

]

≤ max
ai∈Ai

[
(1−δ )gµ̃(ht)

i (ai ,α−i)+δ ∑
a−i∈A−i

∑
y∈Y

α−i(a−i)π
µ̃(ht)
Y (y|a) f̃ (ht ,a,y)

]

for all α−i andht , which implies(T f)(ht) ≤ (T f̃ )(ht) for all ht . Moreover,T is

discounting as in the proof of Lemma 48. Then from Blackwell’s theorem, the

operatorT is a contraction mapping and thus has a unique fixed pointf ∗. The

corresponding action sequence is the minimizers−i . Q.E.D.

Appendix G: Comparison with Dutta (1995)

Dutta (1995) considers irreducible stochastic games and shows that the limit fea-

sible payoff set is invariant to the initial stateω. Clause (i) of Lemma 5 extends

his result to stochastic games with hidden states. As argued in the introduction,

our proof technique is substantially different from that of Dutta (1995), since we

need to deal with technical complications arising from infinitely many statesµ.

To highlight the difference, it may be helpful to explain the idea of Dutta

(1995). Assume thatω is observable, and fixλ arbitrarily. From the principle of

optimality, the score must be attained by a Markov strategya∗ : Ω → A, where

a∗(ω) denotes the action profile when the current state isω. When players play

this Markov strategy, the evolution of the stateω t is described by a Markov chain.

For simplicity, assume that the state transition function has a full support.22 Then
22As Dutta (1995) shows, the full support assumption here can be replaced with irreducibility.
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it is immediate that the Markov chain is ergodic, i.e., the time-average of the state

converges to the unique invariant measure regardless of the initial state. Ergodicity

guarantees that the initial state does not influence players’ time-average payoffs,

which approximate their discounted payoffs forδ close to one.23 Hence the scores

are independent of the initial stateω for δ close to one.

In our model, the score is achieved by a Markov strategya∗ : △Ω → A, where

the state space is△Ω rather thanΩ. Such a Markov strategy induces a Markov

chain which governs the evolution of the beliefµ t , so letP(·|µ) ∈△(△Ω) be the

distribution of the posterior belief̃µ in the next period given the current beliefµ.

Suppose that the Markov strategya∗ is not constant, that is,a∗ induce different

action profiles for some different beliefsµ andµ̂. Then the distributionP(·|µ) of

the belief tomorrow is not continuous with respect to the current beliefµ, at the

point in which the Markov strategya∗ switches the action profile. This implies

that the Markov chain is not Feller,24 and thus the standard probability theory

does not tell us if there is an invariant measure.25 Hence,a priori there is no

reason to expect ergodicity, and thus the proof idea of Dutta (1995), which relies

on ergodicity, is not applicable.

Appendix H: Assumption 4 of Hsu, Chuang, and Arapostathis (2006)

Hsu, Chuang, and Arapostathis (2006) claims that their Assumption 4 implies

their Assumption 2. However it is incorrect, as the following example shows.

Suppose that there is one player, two states (ω1 andω2), two actions (a and

ã), and three signals (y1, y2, andy3). If the current state isω1 anda is chosen,

(y1,ω1) and(y2,ω2) occur with probability1
2-1

2. The same thing happens if the

23This result follows from Abel’s theorem.
24A Markov chainP = (P(·|µ))µ∈△Ω is Feller if P(·|µ) is continuous with respect toµ . It is

well-known that a Markov chainP has an invariant measure if it is Feller and the state space is
compact (Theorem 3.1.1 of Da Prato and Zabczyk (1996)). On the other hand, if a Markov chain
is not Feller (even ifP(·|µ) is discontinuous only at finitely manyµ), it may not have an invariant

measure. For example, suppose that the state space is[0,1], µ t+1 = µt

2 if µ t ∈ (0,1], andµ t+1 = 1
if µ t = 0. We have discontinuity only atµ = 0, but there is no invariant measure.

25Even if the Markov chain has an invariant measure, there may be more than one invariant
measures; indeed, theDoeblin condition, which is often assumed for the uniqueness of invariant
measure, is not satisfied here. See Doob (1953) for more details. (The condition is stated as
“Hypothesis D.”)
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current state isω2 and ã is chosen. Otherwise,(y3,ω1) and(y3,ω2) occur with

probability 1
2-1

2. Intuitively, y1 shows that the next state isω1 andy2 shows that

the next state isω2, while y3 is not informative about the next state. And as long

as the action matches the current state (i.e.,a for ω1 andã for ω2), the signaly3

never happens so that the state is revealed each period. A stage-game payoff is 0

if the current signal isy1 or y2, and−1 if y3.

Suppose that the initial prior puts probability one onω1. The optimal policy

asks to choosea in period one and any periodt with yt−1 = y1, and asks to choose

ã in any periodt with yt−1 = y2. If this optimal policy is used, then it is easy

to verify that the support of the posterior is always a singleton set and thus their

Assumption 2 fails. On the other hand, their Assumption 4 holds by lettingk0 = 2.

This shows that Assumption 4 does not imply Assumption 2.

To fix this problem, the minimum with respect to an action sequence in As-

sumption 4 should be replaced with the minimum with respect to a strategy. The

modified version of Assumption 4 is more demanding than connectedness in this

paper.
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